


 

About the Conference 

IRTM 2023 

We live in an inter-connected world. In the era of Industry 4.0, technology is getting 
embedded more and more in the way ‘we learn, live, work and play’. 

This progression is accelerating at a pace never seen before. Inter disciplinary and 
collaborative research across disciplines within the Technology domain and 
Management domain, and across the Technology — Management interface is 
opening up exciting new possibilities for solving problems whose solutions are 
beyond the scope of a single discipline, domain or practice, and helping to create a 
brave, new world. We are living in an incredible time of change. 

Our effort to hold such an interdisciplinary conference, in the virtual mode, 
apparently resonated across the academic community, as was evident from the 
huge response that the first ever conference on “Interdisciplinary Research in 
Technology and Management”, (IRTM) held in February 2021 had received from 
participants across many countries. This has encouraged the organizers to hold the 
next edition of the conference physically in Kolkata on a larger scale in the online 

mode. 

The pandemic unleashed by Covid 19 in the last two years has shaken the socio-
economic foundations of countries and societies to a point where the world cannot 
be the same as before the pandemic. It has re-focused the world’s attention on the 
priority of healthcare, and healthcare infrastructure and its innovative 
management. 

Inevitably, questions have again been raised more vehemently on what kind of a 
world we want to live in. Environmental concerns are being pursued with renewed 
vigour, The urgency of developing new, robust infrastructure relevant for the new 
world is gaining wider consensus. 

By 2030, as reports suggest, cyber – physical systems – internet of things, wearable 
technology, et al – will be everywhere and in everything, renewable energy will 
power the world, and digital entertainment will take centre stage among other 
developments. 



 

The third edition of the conference on “Interdisciplinary Research in Technology 
and Management” attempts to spotlight the above concerns. The number of tracks 
on which papers are invited from scholars, researchers, consultants and 
practitioners to share their interdisciplinary research and consultative work has 
been enlarged. As before, the papers will be peer reviewed and authors of the 
selected papers will be invited to present their papers in the IRTM conference. 

The presentation of papers will be interspersed with Keynote Talks by eminent 
experts on the theme of the conference or individual domains.
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Conference Chairs: 

Patrons: 

 Prof. Satyajit Chakrabarti, President IEM-UEM Group, India
 Prof.  Satyajit Chakrabarti, Director IEM-UEM Group, India
 Padmashree Prof. Bimal Kumar Roy,

Former Chairman, National Statistical Commission, India
 Prof.  Pradip Kumar Misra, Emeritus Professor, Institute of Engineering &

Management, Kolkata, India

Chief Guest: 

Dr. Omkar Rai 
Executive Chairman of Startup, Odisha, Govt. of India 

Omkar Rai is an Indian technocrat and Information technology/IT Enabled Services 

policy maker at the Government of India. 

Guest of Honour: 

Dr. Abhay Jere 
Vice Chairman, AICTE, Govt. of India 



 

Dr. Abhay Jere is the Chief Innovation Officer, Ministry of HRD, Govt. of India. 
Before joining MHRD, Dr. Jere was Chief Scientist- Life Sciences and R&D Head for 
Persistent Systems Ltd. As Chief Innovation Officer, Dr. Jere is responsible for 
promoting all innovation related initiatives in higher education institutions. He is 
also the brain and driving force behind MHRD’s Smart India Hackathon initiative 
which is now recognized as the world’s biggest open innovation model with 
participation from thousands of education institutions, lakhs of students and 
hundreds of industries.Dr. Jere is instrumental in conceptualizing the first of its kind 
Atal Innovation Ranking framework (ARIIA) for ranking all education institutions on 
innovation achievements. Through MHRD, Dr. Jere has now established 
Institution’s Innovation Councils (IIC) across 1000 institutions to facilitate creation 
of local innovation ecosystems in these institutions.Under guidance of Dr. Jere, 
MHRD is conceptualizing Student’s Startup policy, which will now allow students to 
start their own start-ups while studying. Recently, he was also instrumental in 
conceiving a very unique MBA program in ‘Innovation and Entrepreneurship’ 
announced by All India Council for Technical education (AICTE).Dr. Jere is 
committed to popularizing the need for innovation and entrepreneurship amongst 
Indians, hence he routinely writes columns in renowned English and vernacular 
newspapers. He has also conceptualized ‘India First Leadership Talk Series’, which 
is telecasted on Lok Sabha TV.. 

Dr. Abhay Jere is the Chief Innovation Officer, Ministry of HRD, Govt. of India. 
Before joining MHRD, Dr. Jere was Chief Scientist- Life Sciences and R&D Head for 
Persistent Systems Ltd. As Chief Innovation Officer, Dr. Jere is responsible for 
promoting all innovation related initiatives in higher education institutions. He is 
also the brain and driving force behind MHRD’s Smart India Hackathon initiative 
which is now recognized as the world’s biggest open innovation model with 
participation from thousands of education institutions, lakhs of students and 
hundreds of industries.. 

Through MHRD, Dr. Jere has now established Institution’s Innovation Councils (IIC) 
across 1000 institutions to facilitate creation of local innovation ecosystems in 
these institutions.Under guidance of Dr. Jere, MHRD is conceptualizing Student’s 
Startup policy, which will now allow students to start their own start-ups while 
studying. Recently, he was also instrumental in conceiving a very unique MBA 
program in ‘Innovation and Entrepreneurship’ announced by All India Council for 
Technical education (AICTE) 



 

Dr. Jere is instrumental in conceptualizing the first of its kind Atal Innovation 
Ranking framework (ARIIA) for ranking all education institutions on innovation 
achievements. .Dr. Jere is committed to popularizing the need for innovation and 
entrepreneurship amongst Indians, hence he routinely writes columns in renowned 
English and vernacular newspapers. He has also conceptualized ‘India First 
Leadership Talk Series’, which is telecasted on Lok Sabha TV. 
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Department of Management Studies, IIT, Madras 
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 Prof.  Srijita Chakraborty, Institute of Engineering & Management, Kolkata,
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Track Topics: 

1. Technology
Track #1: Internet of Things (IoT) & Data Science 

 IoT  and Big Data
 Block chain
 Next-generation infrastructure for IoT
 Cloud computing and IoT
 Edge computing and IoT
 IoT platforms, tools, and applications
 IoT systems development methodologies
 IoT applications

Track #2: Mechatronics 

 Sensing and Control Systems
 Mechatronics Systems
 Mechanical Systems
 Artificial Intelligence
 Robotics & Automation
 Machine Learning
 Deep learning
 Recommendation system

Track #3:  Communication 

 Ad hoc networks
 5G communications
 Cloud and virtual networks
 Cognitive radio networks
 Cooperative communications
 Self-organising networks
 Vehicular networks
 Wireless multicasting, Wireless sensor networks



 

Track #4: Cyber security 

 Network Security
 Information Security
 Encoding Technology
 Cryptography

Track #5: Information Technology 

 Neural Network
 Intelligent System and Artificial Intelligence
 Data Mining and Analytics
 System Simulation
 Network Design and Analysis
 Quantum Information Science
 Computation in Medical Science
 Cloud Computing in E-Commerce Scenarios
 Electronic Business Model and Method

Track #6: Material Science 

 Materials for Energy applications
 Materials for Medical applications
 Carbon based materials
 Biomaterials

2. Management
Track #1: Corporate Management 

 Digital Marketing
 Data Analytics
 Marketing Management
 Service Marketing Management
 Investment & Portfolio Management/Corporate Finance



 

 Human Resource Management
 E – Commerce
 Manufacturing Management
 Enterprise Resource Planning
 Supply Chain Management and Logistics
 Project Management
 Construction Management
 Health & Safety in the workplace

Track #2: Management of Institutions 

 Banking & Insurance
 Hospitality & Tourism
 Education
 Management of Urban Centres ( metropolis/cities/towns)
 Management of non-profit organizations

Track #3: Public/System Management 

 Risk Management
 Security Management
 Management of Public Utilities
 Management of Public Administration (including welfare)
 Disaster Management

Track #4: Lifestyle Management 

 Leisure management
 Digital entertainment

Track #5: Health 

 Individual and Public health
 Medical diagnostics
 Information ,communication  technologies(ICT) , robotics in healthcare



 

 Hospital management
 Healthcare infrastructure
 Health/medical education

Track #6: Infrastructure Management 

 Energy management including Renewable energy
 Transportation management
 Communication management

Track #7: Environment and Sustainability 

 Climate change and  carbon footprint reduction
 Ecology management
 Green vehicles (EV)



 

Dr. Omkar Rai, 

Executive Chairman of Startup 

Odisha, Govt. of India 

Omkar Rai is an Indian technocrat and Information technology/IT Enabled Services 
policy maker at the Government of India. Rai was ranked top as global IT influencer 
under Internet of things category by Twitter in November, 2020.He has a Ph.D. in 
statistics from Banaras Hindu University, Varanasi.He served as Development 
Commissioner Information Technology Enabled Service, Special economic zone.Rai 
has worked on the National IT Policy 2012 and formulated Start-up incubation 
program for IT/ESDM sector to promote entrepreneurship, innovation and product 
creation in the country. Dr. Rai is acclaimed for dispersing technology industry to 
Tier-II and Tier-III cities in India and have worked on National Policy for Software 
Products.Distinguished alumnus Award by Banaras Hindu University in 2020 was 
conferred to him for his contribution in enabling start-ups and innovation in 
Information technology / Information Technology Enabled Service sector and 
formulation / implementation of Information and communications technology 
applications across domains. 

Rai is credited to bridge the gap between academia and industry and formulated 

an interface among industry, academia and IT/ESDM sector. 

Keynote Speakers 2023 



 

Dr. Shiban K. Koul 

IIT Delhi, India 

Shiban K. Koul (Life Fellow, IEEE) received the B.E. degree in electrical engineering 
from the Regional Engineering College, Srinagar, India, in 1977, and the M.Tech. and 
Ph.D. degrees in microwave engineering from the Indian Institute of Technology 
Delhi, New Delhi, India, in 1979 and 1983, respectively. He served as the Deputy 
Director (strategy and planning) at IIT Delhi, from 2012 to 2016, and the Mentor 
Deputy Director (strategy and planning, international affairs) at IIT Jammu, from 
2018 to 2021. He was the Chairperson of Astra Microwave Products Ltd., 
Hyderabad, from 2009 to 2019, and Dr. R. P. Shenoy Astra Microwave Chair 
Professor at IIT Delhi, from 2014 to 2019. He is currently an Emeritus Professor with 
the Indian Institute of Technology Delhi. He has authored/coauthored 570 research 
papers, 19 state-of-the art books, four book chapters, and two e-books. He holds 
25 patents, six copyrights and one trademark. He has guided 30 Ph.D. thesis and 
more than 120 master's theses. He has successfully completed 151 major 
sponsored, consultancy, and technology development projects. His research 
interests include RF MEMS, high frequency wireless communication, microwave 
engineering, microwave passive and active circuits, device modeling, millimetre 
and sub-millimetre wave IC design, body area networks, flexible and wearable 
electronics, medical applications of sub-terahertz waves, and reconfigurable 
microwave circuits including miniaturized antennas.,Prof. Koul is a fellow of INAE 
and IETE. He served as a Distinguished Microwave Lecturer for IEEE MTT-S, from 
2012 to 2014. He was a recipient of numerous awards including the IEEE MTT 
Society Distinguished Educator Award, in 2014, the Teaching Excellence Award from 
IIT Delhi, in 2012, the Indian National Science Academy (INSA) Young Scientist 
Award, in 1986, the Top Invention Award from the National Research Development 
Council for his contributions to the indigenous development of ferrite phase shifter 
technology, in 1991, the VASVIK Award for the development of Ka-band 



 

components and phase shifters, in 1994, the Ram Lal Wadhwa Gold Medal from the 
Institution of Electronics and Communication Engineers (IETE), in 1995, the 
Academic Excellence Award from the Indian Government for his pioneering 
contributions to phase control modules for Rajendra Radar, in 1998, the Shri Om 
Prakash Bhasin Award in the field of electronics and information technology, in 
2009, the VASVIK Award for the contributions made to the area of Information, in 
2012, and the Communication Technology (ICT) and M. N. Saha Memorial Award 
from IETE, in 2013. He is the Chief Editor of IETE Journal of Research and an 
Associate Editor of the International Journal of Microwave and Wireless 

Technologies (Cambridge University Press).(Based on document published on 7 
November 2022). 



 

Dr Ranjana Aggarwal, 

Director, CSIR-NIScPR 

Prof. Ranjana Aggarwal is the founder Director of CSIR-National Institute of Science 
Communication and Policy Research (CSIR-NIScPR), a constituent Institute of 
Council of Scientific & Industrial Research, under the aegis of Ministry of Science & 
Technology, Government of India. The new Institute was formally announced on 
14 January 2021 by then Hon'ble Minister for Science & Technology and Earth 
Sciences Dr Harsh Vardhan by merging the two very well recognized institutes 
namely CSIR-National Institute of Science Communication and Information 
Resources (CSIR-NISCAIR) and CSIR-National Institute of Science Technology and 
Development Studies (CSIR-NISTADS). Earlier Prof. Aggarwal held the position of 
Director of erstwhile CSIR-NISTADS (since June 2019) with the additional charge of 
Director of erstwhile CSIR-NISCAIR (since Nov. 2019). 

Dr Aggarwal is on lien from Kurukshetra University, Kurukshetra where she served 
as Professor of Chemistry and Director, Women's Studies Research Centre. She 
received her BSc, MSc and PhD degrees from Kurukshetra University and then after 
carrying out two years postdoctoral research on erythromycin biosynthesis at 
Cambridge University, UK she joined her Alma mater in 1995. Subsequently she 
worked in many well-known European Labs at University of Trieste, Italy, again at 
Cambridge University and Trinity College Dublin, Ireland. She is actively 
collaborating with scientists of USA, UK, Spain and Ireland. 

Her research interests consist of design and synthesis of azaheterocycles, involving 
green reagents, of therapeutic interest as anticancer, anti-inflammatory, 



 

antimicrobial and photodynamic agents, computational studies and 2D NMR 
spectroscopy. Her research contributions have been acknowledged in the form of 
awards and honours notably Commonwealth Fellowship by the Association of 
Commonwealth Universities, UK (2003), Dr.Basudev Banerji Memorial Award 
(2014) by Indian Chemical Society, Prof. S. S. Katiyar Endowment Award (2015) by 
Indian Science Congress and President, Chemical Sciences Section, Indian Science 
Congress (2020). As an accomplished academician she has been nominated as 
Member of National Monitoring Committee for Minorities Education by MHRD, 
New Delhi. She is visitor's Nominee for Delhi University, Delhi, Central University 
Assam, Silchar and Indian Institute of Technology, Delhi; and Chancellor's Nominee 
for many Haryana State Universities. 

Besides chemistry, Prof. Aggarwal is actively engaged in addressing the issues 
concerning Women's equality and development and seek to find explanations and 
remedies for the unequal position of women in the society, patriarchal roots of 
society that leads to women's suppression. She was instrumental in policy 
formulation on Prohibition of Sexual Harassment at Workplace for several Higher 
Education Institutions. She actively participates in capacity building programs for 
women in Higher Education and skill development programs for rural women. 

Under her mentorship, CSIR-NIScPR is undertaking evidence based STI Policy 
studies and Science Communication initiatives of national relevance. Some of the 
most relevant are: Compendium of CSIR technologies based on their assessment 
on Technology Readiness Level (TRL) scale, Livelihood creation for rural India 
through deployment of CSIR technologies by collaborating with UNNAT Bharat 
Abhiyan and Vijanana Bharti (VIBHA), Scientifically Validated Societal Traditional 
Knowledge (SVASTIK) to the society in multiple languages to the masses through 
social media, KISAN SABHA-App for supply chain and freight transportation 
management systems for Indian farmers. 



 

Dinesh Arora 

Senior Deals Leader and Partner, PwC 

Dinesh Arora is a finance professional who is passionate about life, work and 
spirituality. He is currently working on managing the deal practice for PWC. 



 

Prof. MP Gupta, 

Modi Foundation Chair Professor, IIT Delhi 

Known for pioneering works in the area of e-governance, he has been spending 
significant amount of resources in developing cases, tools and frameworks to 
promote e-governance research in the country. These included 30 Doctoral thesis, 
22 sponsored & consultancy projects worth >5 crores, co-authored book 
‘Government Online', two other edited books ‘Towards E-government' & ‘Promise 
of E-governance' and 200+ research papers appeared in National and International 
Journals/Conference Proceedings. He has guided production of 14 edited volumes 
(large collection of literature on e-gov) via the International Conference on E-
governance (ICEG) since 2003. 

He has been closely following ‘Digital India' and ‘Smart City' programs of the 
Government of India (GoI), where his studies have suitably fed into these programs, 
in general and ‘Cyber Security Policy of India' in particular. He is steering a European 
Union (EU) funded project ‘EU-India Cooperation Platform in Future Internet and 
Electronic Media', which deals with the setting up of cluster to cluster partnerships 
between India and EU into areas pertaining to Future Internet and smart cities. This 
helped introducing ‘Fiware' in India, which is now being showcased by World Bank 
via few pilot smart city projects. FIWARE platform is a library of middleware 
developed by a consortium of 5 EU based Tech companies and supported by the 
European Union (EU). He has also developed a report on ‘Smart Campus@IITD' 
setting the agenda for smart campus living at IIT Delhi. The report was received well 
during the presentation at the NEM summit during Frankfurt Book Fair (14-16 Oct 
2015). 



 

He is involved in several policy making committees on ICT in the Center and State 
Governments in India; also on jury of prestigious awards committees viz. Digital 
India Awards, National Awards on e-gov, Data Security Council of India (DSCI), and 
Computer Society of India (CSI) Egov Awards. He is a recipient of the prestigious 
Humanities & Social Sciences (HSS) fellowship of Shastri Indo Canadian Institute, 
Calgary (Canada) 1996 and was a Visiting Fellow at the University of Manitoba. 
Conferred Best Professor award in 2012 at Singapore World Education Congress 
and CMO Asia. 



 

Content: 

SL NO. PAPER NAME AUTHORS WITH 
AFFILIATION 

PAGE NO. 

1. Weighted Average 
Blending Technique for 
Image Stitching 

Abhinav Devarajan, 
Samarth Batra, Vansh 
Sharma and Amit 
Singhal (Netaji Subhas 
University of 
Technology, India) 

1 

2. Adaptive 
Authentication for 
Open Banking 
Customer Consents 

Abir Ghosh (University 
of Engineering and 
Management, India); 
Indraneel 
Mukhopadhyay 
(Institute of 
Engineering and 
Management, India); 
Subhalaxmi 
Chakraborty (UEM, 
India) 

6 

3. From Credentials to 
Contracts: Harnessing 
Blockchain Technology 
for Online Management 
Learning and 
Collaboration 

Sohini Datta (Institute 
of Engineering & 
Management (IEM) & 
University of 
Engineering & 
Management, India); 
Anupam Bhattacharya. 
(Institute of 
Engineering & 
Management & 
University of 
Engineering & 
Management, India) 

12 

4. Covid19 CT Lung Image 
Segmentation Using 
Connected U-Nets 

Anwesh Reddy Paduri 
(Great Learning, India); 
Narayana Darapaneni 
(Northwestern 
University School of 
Professional Studies, 
India & Great Learning, 
India); Sithiha Parjana 
M (PES University, 
India); Sudha b G 

18 



 

(GREAT LEARNING, 
India); Saranya 
Arirangan (Great 
Learning, India) 

5. Optimal Approach for 
Data Pre-Processing of 
Time Series Data 

Narayana Darapaneni 
(Northwestern 
University School of 
Professional Studies, 
India & Great Learning, 
India); David Pratap 
(Great Learning, India); 
Ullas M S (PES 
University, India); 
Anwesh Reddy Paduri 
(Great Learning, India); 
Sudha b G (GREAT 
LEARNING, India) 

23 

6. One Stop Solution for 
Air Quality Monitoring 
Through Predictive 
Analysis 

Praveen Kumar R, 
Aravindan B and 
Adhithyan S (Easwari 
Engineering College, 
India) 

29 

7. A Study in AI 
Automated In-Car 
Personalized Services in 
India 

Ayush Kumar Singh 
(Future Institute of 
Technology, India); 
Amaan Singh, Sahil 
Shaw and Shreya 
Periwal (Techno India 
University, India); 
Swecha Ram (Future 
Institute of Technology, 
India) 

34 

8. An I-Voting System 
Using Dual-Blockchain 
Architecture 

Debagnik Kar (Kalinga 
Institute of Indistrial 
Technology, India); 
Sambit Prasad Kar 
(Kaling Institute of 
Industrial Technology, 
India) 

42 

9. A Scientific Study to 
Evaluate Significance of 
Human Resource 

Deepak Chandra 
Chandola (AMITY 
University Dubai, 

49 



 

Management in 
Reduction of Aircraft 
Maintenance 
Turnaround Time 
Within Aviation 
Industry 

United Arab Emirates & 
Banasthali Vidyapith 
University, India); 
Manoj Kumar Paidisetty 
(AMITY University, Uttar 
Pradesh, Noida & 
Directorate General of 
Civil Aviation, India); 
Rajendra Prasad Kholiya 
(Swiss Business School, 
United Arab Emirates); 
Preeti Chandola 
(Banasthali Vidyapith 
University & Kumaun 
University, India); 
Kamal Jaiswal (Higher 
Colleges of Technology, 
United Arab Emirates); 
Seema Verma 
(Banasthali Vidyapith, 
India) 

10. PneuCoNet: A Deep 
Learning Model for 
Early Detection of 
Pneumonia & COVID-19 

Devdeep Dasgupta and 
Hindol Sen (Maulana 
Abul Kalam Azad 
University of 
Technology, India) 

55 

11. The Impact of Covid-19 
on the Airline Industry: 
A Study of the 
Economic and 
Operational Challenges 
Faced by the Airlines 

Devika Mulchandani 
(The Calcutta Anglo 
Gujrati College, India); 
Shabana Khatoon 
(Calcutta University, 
India); Shivam Prem 
Sharma and Shubham 
Kumar Shaw (Techno 
India University, India); 
Ayus Mehta (The 
Calcutta Anglo Gujarati 
College, India) 

61 

12. Evaluation Usability of 
Digital Wallet 
Applications Using User 
Experience 
Questionnaire (UEQ) 
Method and Heuristic 
Evaluation (HE) 

Dinda Sofianti, 
Muhammad Luthfi 
Hamzah, Fitriani 
Muttakin and 
Muhammad Jazman 
(Universitas Islam 

68 



 

Negeri Sultan Syarif 
Kasim Riau, Indonesia) 

13. Endogenous Financial 
Indicators of Bad Loans: 
A Panel Data Study on 
Indian Public Sector 
Banks 

Gagan Bhati (Prestige 
Institute of 
Management and 
Research, Indore (MP), 
India); Shilesh Singh 
Thakur (IPS Academy 
Indore Madhya 
Pradesh, India) 

74 

14. Implementation of K-
Means Clustering in 
Route Discovery in 
Adhoc Networks 

Hema R, Gayathri 
Subramanian and 
Ajitkumar M (Easwari 
Engineering College, 
India) 

79 

15. Mobile Apps Smart 
Inventory with near 
Field Communication 

Hadiul Bagasta, 
Muhammad Jazman, 
Muhammad Luthfi 
Hamzah, Mona Fronita 
and Eki Saputra 
(Universitas Islam 
Negeri Sultan Syarif 
Kasim Riau, Indonesia) 

86 

16. ICTs-Driven Agriculture 
Contributes to the 
Mission of Carbon 
Reduction 

Hang Ji and Wentai Bi 
(Henan Agricultural 
University, China); Jiaqi 
Yan (National Research 
University Higher 
School of Economics, 
Moscow, Russia); 
Shengwei Wu 
(Wenshan University, 
China) 

92 

17. An Exploratory Study on 
Exploring the 
Determinants of 
Consumer Purchase 
Intention for Digital 
Cameras 

Harsh Vikram Singh 
(Techno India 
University, Kolkata, 
India) 

99 

18. JavaScript Frameworks - 
A Comparative Study 

Qozeem Odeniran and 
Hayden Wimmer 

103 



 

Between React.js and 
Angular.js 

(Georgia Southern 
University, USA); Jie Du 
(Grand Valley State 
University, USA) 

19. Evaluation of Combined 
Force Signals for High-
Speed Milling Tool 
Wear Using the 
Gaussian Mixture 
Hidden Markov Model 

Hrithik Dalal (Industrial 
Engineering 
Visvesvaraya National 
Institute of Technolog, 
India); Nitin Kumar 
Lautre (Visvesvaraya 
National Institute of 
Technology (VNIT), 
India) 

110 

20. Colour as a Marketing 
Tool 

Kaushik Kumar Ganguly 
(Institute of 
Engineering and 
Management & NA, 
India) 

116 

21. An Empirical Study on 
Assessing the Impact of 
Gym Supplements on 
Physical Performance 
Using Chi-Square 
Analysis 

Kirti P Sharma (Techno 
India University, India); 
Debolina Chakraborty 
(Future Institute OF 
Engineering and 
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Figure 1.  Block diagram for the proposed system. 
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Abstract— Image stitching comes under the field of computer 

vision. In simple terms, combining two or more images with a 

common field of view in order to create a high-quality image is 

image stitching. The stitched image is also called a panorama. 

To create a single panorama image, two or more separate 

images must be combined through the process of image 

stitching, thus giving us a higher image resolution and field of 

view. It is generally used in the topological mapping. The 

process of seam removal from the final image proves to be a 

difficult task. This paper proposes a new blending technique 

based on weighted averaging of pixels, to tackle this problem of 

seam removal.

Keywords- Blending; Homography; Image Stitching; 

RANSAC;  SIFT  

I.  INTRODUCTION

Computer vision includes the subfield of image stitching. 

Image stitching is a process of combining multiple images 

with overlapping fields of view to produce a single 

panoramic image. It is a popular technique used in many 

applications such as virtual reality, medical imaging, and 

surveillance. There are namely two general techniques for 

image stitching: Direct and feature-based approaches. The 

direct image stitching approach [1][2] relies on comparing all 

image pixel intensities to one another. This technique 

involves complicated computations and is not immune to 

changes in image rotation and scale. The feature-based 

approach [3][4] relies on establishing a relationship between 

images through distinct features extracted from the processed 

images. In recent years, research on image stitching has been 

conducted in various fields, such as computer vision, image 

processing, and machine learning. 

In the field of computer vision, researchers have 

developed various algorithms for image stitching. These 

algorithms are used to detect and match features between 

images, and then combine them into a single panoramic 

image. For example, SIFT (scale invariant feature transform) 

[5] is a popular algorithm to detect and match features

between images. Other algorithms such as SURF (speeded

up robust features) [6] and ORB (oriented FAST and rotated

BRIEF) [7] are also used for feature detection and matching.

Further, seam removal techniques are used to improve the

quality of the resulting panoramic image. For example, the

seam carving technique [8] is used to reduce the distortion

caused by the stitching process. Other techniques such as

image blending and image warping are also used to improve

the quality of the panoramic image.

Image stitching is a challenging task due to the 

complexity of the images and the difficulty of accurately 

aligning them. Current algorithms for image stitching face 

several difficulties. A major problem is feature detection and 

matching, which is a key step in image stitching. It involves 

detecting and matching features in the overlapping regions of 

the images. The presence of noise, occlusions, and other 

factors makes it more difficult. Another major factor could 

be image alignment [9]. It involves aligning the images so 
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that they can be stitched together seamlessly which is a 

difficult task due to the presence of parallax. Blending and 

color correction are also major barriers in the process of 

image stitching. Since different images can have different 

lighting conditions, it is possible to have a color mismatch or 

unnatural appearance due to ghosting [10]. 

We have picked up one of the challenges, namely 

blending, and tried to build a new algorithm in order to make 

the image more natural-looking without any visible seams. 

The difficulty in blending while doing image stitching is 

mainly due to the differences in the images. These 

differences can be in terms of color, brightness, contrast, 

texture, and other features. Therefore, to overcome these 

issues, we have used weighted averages of pixel values of 

the two images in the region of overlap.  

The rest of the paper is structured as: The various aspects 

of the proposed approach are discussed in Section II. The 

results are presented in Section III, while Section IV 

concludes this study. 

II. PROPOSED SYSTEM

The proposed system for the entire process of image 

stitching is depicted using a block diagram in Fig. 1. The 

various steps are discussed as follows. 

A. Feature Extraction

Feature extraction from an image is the process of

extracting meaningful information from an image. This 

information can be used to identify objects, classify images, 

or even detect patterns. In general, feature extraction 

involves extracting features from an image that are relevant 

to the task at hand. This can involve extracting features such 

as edges, lines, shapes, colors, textures, and other features. 

Computer algorithms can also be used for feature extraction. 

These algorithms can be used to automatically detect features 

from an image in much less time as compared to manual 

extraction. We have used SIFT algorithm [5] for this 

purpose. It detects and describes unique and repeatable 

features in an image, such as corners, edges, and blobs. The 

features are represented by keypoints, and the description of 

each keypoint is stored as a feature descriptor. The feature 

descriptors are robust to viewpoint, illumination, and image 

scaling changes. SIFT is widely used in applications such as 

image stitching, object recognition, and image retrieval. The 

keypoints and feature descriptors obtained from SIFT can be 

used to match and compare images, allowing for accurate 

image registration and recognition. 

B. Feature Matching

Once all keypoints and keypoint descriptors of both

images have been extracted in the feature extraction phase, 

we run a brute force match on all features to detect all similar 

features. Brute-force matcher in feature matching involves 

comparing the descriptors of all keypoints in one image to 

the descriptors of all keypoints in another image to find the 

closest match. The brute-force approach is simple and 

straightforward, but it can be computationally expensive 

when the number of keypoints is large. The basic idea is to 

compute the similarity between every pair of descriptors and 

find the pairs with the highest similarity. The highest 

similarity between a descriptor in one image and a descriptor 

in another image is called the best match. The brute-force 

matcher is widely used in SIFT algorithm.  

C. Homography Calculations

A homography matrix is a 3x3 matrix that transforms the

coordinates of points in one image plane into the coordinates 

of points in another image plane. In image stitching, the 

homography matrix is used to describe the relationship 

between two images and is estimated based on corresponding 

points between the images. Given a set of correspondences, 

the homography matrix can be estimated using various 

methods, such as RANSAC (random sample consensus) [11] 

or DLT (direct linear transformation) [12]. The estimated 

homography matrix can then be used to warp one image to 

align with the other image [13], allowing the images to be 

stitched together seamlessly. 

To compute the homography matrix, we need to solve a 

system of equations that relates the coordinates of the 

corresponding points in the two images. This system can be 

represented as: 

where h11 through h33 are the entries of the homography 

matrix H, x1 and y1 denote the coordinates for image 1, while 

 and  represent the predicted coordinates for image 2. To 

solve this system of equations, we can use a technique called 

least squares, which minimizes the error between the actual 

coordinates of the points and the coordinates predicted by the 

equations. This can be represented as: 

where I2 and  represent the vectors of actual and predicted 

coordinates of image 2, respectively. 

RANSAC is an iterative algorithm used to estimate the 

parameters of a mathematical model from a set of observed 

data that may contain outliers. In the context of image 

stitching, It is used to estimate the best homography matrix 

between two images based on a set of corresponding points. 

It is robust to outliers because it considers only the inliers in 

each iteration and disregards the outliers. By repeating the 

process many times, RANSAC is able to find the best 

homography matrix that is most consistent with the inliers. 

 (1) 

   (2) 
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D. Warping

Image warping is a powerful tool in image processing,

and has many applications in fields such as computer vision, 

medical imaging, and photography. In this work, we have 

used perspective warping. It is a technique used in image 

processing to correct for perspective distortion, which occurs 

when an object appears differently depending on the angle 

from which it is viewed.  

This type of warping uses geometric transformations to 

manipulate the shape of an image, typically by mapping the 

pixels in the input image onto a new set of coordinates in the 

output image. So, we fix the plane of one of the images as 

the reference plane and then use the homography matrix 

calculated in the previous step to map the pixel values of the 

other image onto this reference plane. 

E. Blending

Now, we have the warped versions of the two images

which are now on the same plane and thus can be combined 

into a single stitched image. For regions where only one 

image has data, we can directly take that pixel value into the 

stitched image. However, for the regions that are common to 

both the images, we have devised a blending algorithm to 

determine the final pixel values in the stitched image. 

In this algorithm, we take weighted averages of the pixel 

values of the two images. The weights are determined based 

on the distance of the target pixel’s coordinate from the 

seams adjacent to either the left or the right image, i.e., the 

closer the pixel is to the seam adjacent to the left image the 

more would be the weight assigned to the left image’s pixel 

value for that particular pixel location.  

For this process, the algorithm pre-determines the 

coordinates of the points lying on the seams and bifurcates 

them into two categories: left seam and right seam. Then for 

each coordinate in the overlapping region, the minimum 

distances from the left and right seam points are calculated 

which are accordingly used for determining the weights. 

Therefore, using these weights, the final pixel values are 

calculated. 

where pl, pr and pu denote the left, right and the updated pixel 

values, respectively, while dlm and drm refer to the minimum 

distances of the target pixel from the closest left and right 

seam points, respectively. 

F. Evaluation

We evaluate the performance of our algorithm by

computing the illumination consistency [14]. This metric is 

calculated on the seam boundary. Suppose, the two regions 

on the two sides of the boundary are called region S and T. 

A patch of n × n perpendicular to the boundary in the region 

S is considered for each boundary point and the average 

pixel value is calculated which represents the illumination 

value for that boundary point. The value of n is taken to be 7 

for the input image resolution of 1024 × 1024 [14]. Then, 

this process is followed for all the boundary points and the 

mean value of the illumination values is stored as 

 (3)      

      a)                                                            b)  

Figure 4.   Sample image pair 3: a) Left image b) Right image 

      a)                                                            b)  

Figure 3. Sample image pair 2: a) Left image b) Right image 

      a)                                                            b)  

Figure 2. Sample image pair 1: a) Left image b) Right image 
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Figure 7. Stitched result of Sample image pair 3 before blending 

Figure 6. Stitched result of Sample image pair 2 before blending 

Figure 5. Stitched result of Sample image pair 1 before blending Figure 8. Stitched result of Sample image pair 1 after blending 

Figure 9 . Stitched result of Sample image pair 2 after blending 

Figure 10.   Stitched result of Sample image pair 3 after blending 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 4



µS. Similarly, the mean illumination value in the region T is 

also calculated as µT. Thus, the illumination consistency is 

calculated as: 

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

where d is a constant value used to avoid division by zero 

and is taken as 1e-8 in this implementation. 

III. RESULTS

For our database of images, we have taken a video and 

then broken it down frame by frame to get the images. This 

approach helped us achieve a large number of images that 

are assured to have overlapping regions between them, 

which is a prerequisite for stitching two images together. We 

show a few samples of the images that are used for this paper 

in Fig. 2, 3, and 4. 

Now, the results of stitching the images before applying 

the blending algorithm are displayed in Fig. 5, 6, and 7 for 

comparison purposes. 

The proposed system was able to stitch two images 

together with a good performance on seam removal via 

blending. The results for the sample images after applying 

the blending algorithm are presented in Figs. 8, 9, and 10, 

respectively. 

In addition to visually representing the comparison 

between the stitched result with and without blending, we 

also present the illumination consistency values in table 1. 

Ideally, the consistency value must be 1. We can see that our 

blending algorithm improves the illumination consistency 

score. 

TABLE I. COMPARISON OF ILLUMINATION CONSISTENCY 

Illumination consistency values 

Before blending After blending 

Sample 

Pair 1 
0.998313 0.999692 

Sample 

Pair 2 
0.995160 0.999732 

Sample 

Pair 3 
0.995630 0.999974 

IV. CONCLUSION

In this work, we have proposed a novel algorithm for 

stitching together two images. It has been demonstrated that 

the proposed approach is able to accurately stitch images 

together with minimal artifacts and distortions and is also 

able to blend images together seamlessly, creating a natural-

looking image. The system is able to achieve this using a 

combination of feature extraction, feature matching, 

warping, and blending techniques as discussed above. It has 

the potential to be used in a variety of applications, such as 

panoramic photography, medical imaging, and virtual reality. 

With further research and development, this system could be 

used to create even more realistic and natural-looking 

images. 
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Abstract—Open Banking customer consent process needs 

authentication on the data custodian side. This is an additional 

authentication for customers in the banking side apart from 

authenticating themselves in the Third Party Provider’s site. 

Considering this step of authentication for providing consent, it 

adds some extra seconds in the end-to-end customer journey 

for providing consent for data sharing. Sometimes rigorous 

authentication is done for some small ask which may not 

justify that kind of authentication steps. This customer 

experience can be improved by implementing adaptive 

authentication in the data custodian side which will be done 

based on the exact need of authentication by assessing risk 

profile based on critical impacting parameters. In this paper, 

we have identified these critical factors which need to be 

considered for implementing adaptive authentication and we 

have developed a random forest based supervised learning 

classification model. Our developed model deals with identified 

factors and gives very satisfactory outcome. Identification of 

these factors are complex as customer is sending request from 

an outside Organization. Implementation of random forest 

supervised learning process based model to identify risk profile 

of customer transaction makes the approach flexible to address 

dynamic need of authentication. With improved customer 

experience, it will further boost chances of acceptance of open 

banking services among customers. Banks also benefit from 

this implementation as extra verification and validation steps 

will be removed from process and consent authentication 

process will be optimized process. 

Keywords—Open Banking, Authentication, Adaptive 

Authentication, Customer Experience, Supervised learning, 

Random Forest 

I. INTRODUCTION

As stated in UK Open Banking Customer Experience 
Guidelines [1] ease of use, security and control are must so 
that customer can start use of open banking services. 
Authentication during the journey of redirection from Third 
party provider (TPP) to data custodian bank isn’t very 
straightforward. First time customer authenticates in the TPP 
side and then customer again goes through authentication in 
the bank side. This authentication in the bank side sometimes 
can be even multi-factor authentication. Considering this 
customer experience, it can be improved by adopting an 
authentication mechanism which adopts based on the risk 
profile of transaction. Multiple factors can affect to create 
this transaction risk profile which need to be factored in for 
an effective adaptive authentication. Cabarcos et al. [2] detail 
about these critical factors in their survey work on Adaptive 
authentication. Their work covers the various industry wide 
applications whereas in this paper we have focused on Open 
banking customer authentication while providing consent for 
authentication. 

II. AUTHENTICATION FOR OPEN BANKING CONSENT

A. Authentication process for Open banking consent is

lenghty

In Fig.1 it is shown the redirection journey from TPP to
bank side. This authentication is required to be successful 
before customer can provide their consent for account 
information or payment source information.  

Fig. 1. Customer redirection from TPP to Bank 

Open Banking Implementation Entity (OBIE) in UK has 
recommended some mandates on improving customer 
experience and one of them is redirection from TPP to bank 
and bank to TPP [3]. This experience needs to be good and 
comfortable for customer to make this critical step 
successful. In case of delay or any other challenges, customer 
will feel like abandoning the transaction and that will lead to 
customer moving away from using open banking services. 

B. Scope of improvement in customer experience in consent

management

To make customer experience better, security can’t be
compromised as that will lead to failure of entire scope of 
open banking services. Keeping the level of security strong, 
customer experience can be made better where 
authentication is fast and done just as much needed. 
Identification of this parameter, how much is exactly need 
can be derived by applying “Wh” questions like Why, 
Where, and when. Authentication mechanisms are also 
evolving fast. Old password-based authentication is not 
convenient for customer. Biometric authentication, app-
based authentication are rapidly replacing need of passwords. 
What is most convenient for customer considering the profile 
of customer and other contexts and which can be adopted by 
bank without compromising the security is required now. 

III. ADAPTIVE AUTHENTICATION CAN IMPROVE CUSTOMER

EXPERIENCE 

Adaptive authentication can improve customer 
experience as customers will be asked to authentication 
based on their need and several other critical factors. These 
factors need to be critically analysed with the context of open 
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banking consent related transaction. Along with improved 
banking experience, customers will have their data secured at 
the bank as the overall security will be improved and will be 
stronger. Since the adaptive authentication handles the 
various source options i.e., browser based, app based, mobile 
browser based etc. it will be convenient for customer to 
access the product provided by TPP by using any of these 
applications. Customers are not bound to use a device which 
is enabled with biometric authentication and supported by 
strong network. Such kind of restrictions will be eased out by 
the use of adaptive authentication. 

A. Banks benefit from adaptive authentication

Banks will benefit with the implementation of adaptive
authentication multiple way. Implementing the 
authentication checks based on the different contexts can 
make it just what is needed by trimming down additional 
checks. Often additional checks are done in the purview of 
security without properly assessing the need. Trimming 
down these additional steps will save cost for banks. Better 
customer experience will lead to better usage of open 
banking APIs exposed by banks thus it will lead to more 
revenue generation for banks. Adaptive authentication will 
also implement stricter control when need of authentication 
is high as risk profile is high. Thus, it will prevent any 
fraudulent attempt which will save banks from financial 
losses in terms of reputational damages and hefty fine from 
regulators. 

IV. RELATED WORK

Dasgupta et al. [4] identifies critical factors for a multi-
factor authentication scenario. Factors are not open banking 
transaction specific but covers industries across domains. 
Alain et al. [5] describes an approach where customer can 
choose their own authentication mechanism. Preuveneers 
and Joosen [6] suggests context-aware authentication 
framework which uses adaptive and dynamic context 
fingerprinting technology. Riva et al. [7] explores an 
approach where it identifies based on the confidence level 
and the degree of protection when to surface authentication 
and for which application. 

Various approaches have been taken to address this long-
standing issue with customer authentication in various 
systems and applications. It justifies that one solution may 
not be solving the problem for all applications. In this paper 
we have analysed the need of open banking consent related 
authentication which is relatively new area and not much 
explorations have happened to address customer experience 
issues. 

V. IDENTIFICATION OF CRITICAL PARAMETER FOR ADAPTIVE 

AUTHETICATION 

When customer is redirected from TPP side to bank’s 
side for information sharing consent, this redirection can be 
from Mobile app on TPP side to another mobile app on bank 

side. It can be from mobile app on TPP side to mobile 
browser on Bank side. In this redirection, authentication is 
required to be successful before customer can provide 
consent for data sharing. As per bank’s security policy and 
risk handling, banks can have variety of authentication 
mechanism. Even though password is very primitive 
authentication mechanism but it is still present in majority of 
the cases. There are attempts to get rid of password however 
no full proof solution is not yet available in the industry 
[Pass paper]. Like password which is just an existing 
mechanism for authentication, we have identified several 
other different factors which critically decides the need for 
level of authentication. In Fig. 2 these factors are 
demonstrated under some major category heads. 

Fig. 2. Parameters to consider for adaptive authentication need definition 

Even though these parameters are shown here under each 
category, these are not exhaustive. These parameters are 
identified as of current situation and availability basis 
however some of them might not be relevant in next few 
years of time over the advancement of technology. Some 
other new parameter may be relevant to consider by that 
time. So, these parameters are dynamically handled to have 
an impact on deciding the need to have authentication level 
implementation. 

VI. ADAPTIVE AUTHENTICATION SOLUTION FOR OPEN 

BANKING CONSENT PROCESS 

Our research focuses on the dynamic need of user 
authentication. In Fig.3 it is shown how supervised learning 
model can be effectively used to decide about risk profile of 
customer-initiated transaction for account or payment related 
services. 
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Fig. 3. Supervised learning model for adaptive authentication need identification

In this concept solution, various customer transaction data 
with risk profile will be fed into the supervised learning 
model. In Fig. 4, different supervised learning models are 
analyzed [8] which model does best to identify the need of 
authentication level. The different considerations and 
outcome are mentioned in the Figure.  As explained in the 
Fig. 4, Random Forest type of classification method fits best 
as this will work best with lot many factors which impacts 
the output. Applying this Random Forest based model, it can 
categorize the criticality of transaction and identify the risk 
profile of the transaction in a holistic view. Based on this 

transaction risk profile, authentication need will be further 
decided dynamically and same authentication will not be 
applied for every type of transaction. Maryam and Rashiq [9] 
used Random Forest algorithms along with hyper negative 
selection for the adaptive continuous authentication system 
for smartphones. Similarly Random Forest is used for 
various authentication systems and intrusion detections [10, 
11]. 
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Fig. 4. Supervised learning models applicability for open banking authentication

This model training will have the feed of critical parameters 
with risk scores and customer transaction data with risk 

profile on continuous basis. Fig 5 shows the train data which 
we used to run our model. 

Fig. 5. Adaptive Authentication train data view for Random Forest Supervised learning models 

Making it continuous feed will make it flexible for future 
need. When any customer is redirected from TPP to bank 
side for authentication, it will assess against the model 
training data and categorize the risk profile amongst the five 

different options. In our Random Forest model, we have 
assessed model to categorize the transaction risk profile into 
five categories: High Risk, Medium Risk, Low Risk, Very 
High Risk and Very Low Risk. Fig. 6 shows the confusion 
matrix with these five desired categories.  
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Fig. 6.  Random Forest Confusion Matrix for Adaptive Authentication in Open Banking Customer Consent

We have achieved vary satisfactory outcome with Random 
Forest Model. Customers will be going through different 
authentication processes if the transaction risk profile is very 
high-risk transaction or very low risk transaction. To make it 
even more granular and adaptive, this transaction risk profile 
can be scored on a scale of 1 to 10 and not just in five 
categories. 

VII. ISSUES AND CHALLENGES

Our research focuses on the dynamic need of customer 
authentication in open banking consent process. However, 
this implementation largely depends on customer 
participation. More customer start using open banking 
services, it will generate more data to feed into the system to 
generate training data for supervised learning. 

VIII. CONCLUSION

Adaptive authentication can improve customer 
experience while customers authenticate themselves at the 
bank side. It can analyse customer transaction need along 
with various other critical parameters to assess the 
requirement of adaptive authentication mechanism which 
will be just as much required trimming down additional 
authentication steps. Along with improvement in customer 
experience, it will also save cost for banks and it will prevent 
fraud as authentication will be stronger in case of fraudulent 
attempts. Random forest model for implementing supervised 
learning process will make the authentication process 
flexible to the dynamic need in the future. 

IX. FUTURE SCOPE

In the future scope of work, we plan to modify the 
working prototype to handle unseen external factors by using 
unsupervised learning models. 
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Abstract-- Utmost people know that blockchain is the sanctioned 

technology for digital currencies. Still, many people or assiduity 

experts know that blockchain technology is empowering colorful 

enterprises and diligence. One of the enterprises empowered by 

blockchain technology is online literacy. Currently institutions 

and a variety of third- party suppliers are a part of the 

educational training sector. Blockchain technology assists in 

securing and guarding this new model of education. To 

ameliorate the quality of educational processes and products 

there are a many considerations and openings that are important 

for online preceptors, sodalities delivering online education, and 

private sector blockchain development. In this paper, the 

experimenters will essay to explore about how blockchain 

technology can ameliorate online literacy in general & Online 

operation literacy and Collaboration in particular. 

Keywords — blockchain, educational training, enterprises, 

online literacy, guarding, securing 

I. INTRODUCTION

Blockchain has been considered as part of the fourth 

artificial revolution since the invention of brume machine, 
electricity, and information technology (Chung and Kim 2016; 

Schwab 2017). This disruptive technology is assumed to have 

a significant impact on public governance, institutional 

functions, business operations, education, and our diurnal lives 

in the 21st century. 

When it comes to digital metamorphosis technology, the 

rearmost buzzword is blockchain. This futuristic technology is 

so adaptable that it has the implicit to disrupt the commercial 

training business. As a result, visionary directors have 

formerly begun to use this disruptive technology to drive 

company invention. 

During the original stages of its appearance, blockchain 

technology wasn't suitable to draw a lot of attention. still, as 

Bitcoin continues to run safely and steadily over the times, the 
society has since come apprehensive of the enormous 

eventuality of the underpinning technology of this invention in 

its operation to not only cryptocurrency but also in numerous 

other areas( Collins 2016). Blockchain technology has come a 

hot content for further and further countries, institutions, 

enterprises, and experimenters. 

According to the Global News Wire, mobile literacy is still 

the swift- growing request in the sector, with an average 

periodic growth rate of 20. The global request for mobile 

literacy is anticipated to reach$80.1 billion by 2027. So why 

would n’t one consider shifting from traditional systems to 
online literacy if similar is the growth statistics? 

The rapid-fire shift to online literacy and education that 

passed in 2020 has entered a lot of attention. COVID- 19 may 

have whisked the shift from physical education and literacy to 

online formats. Rather than starting a new trend, it has just 

accelerated what was formerly passing. 
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A substantial quantum of tête-à-tête identifiable 

information is transferred between the existent, the institution, 

and a variety of third- party suppliers as part of the 

educational or training process. With a combination of 

information security and the capability to transmit data across 

a vast network in a purely virtual manner, blockchain appears 

to be nearly knitter- made to help in securing and guarding 

this new model of education. To ameliorate the educational 

process and product, there are a many considerations and 
openings for online preceptors, seminaries & sodalities 

delivering online education, and private sector blockchain 

development services enterprises. 

Numerous improvements and developments have been 

sparked by, or at least kindly told by, educational institutions' 

exploration and sweats. Individualities working in the 

educational field constantly devote a significant quantum of 

time and trouble to producing intellectual property in the form 

of exploration. The need of securing and potentially 

monetizing the results of these sweats toward education is 
pivotal in a frugality that's decreasingly digital-first and 

evolving toward a digital- everything model. 

The idea of a borderless and entirely open system is one of 

the most notorious use cases and principles that drive the 

blockchain ecosystem. The open exchange of information and 

guaranteeing that this information is accessible are essential 

factors of blockchain. It has the implicit to transfigure the 

current Internet from “The Internet of Information 

participating” to “The Internet of Value Exchange.” 

II. LITERATURE REVIEW

Blockchain technology has garnered increasing attention in 

recent years as a potentially transformative tool for online 

management learning and collaboration. This literature review 

aims to provide an overview of the research on the use of 

blockchain in this context, and identify the key themes and 

findings that emerge from this body of work. 

"Blockchain" and "cryptocurrency" are two phrases that have 

become widely used in the IT industry during the last several 

years. Blockchain was created and published to the public in 

2008 by a person known as Satoshi Nakomoto to serve as the 
public transaction log for Bitcoin, one of the first 

cryptocurrencies. Blockchain is employed in a range of 

businesses, including banking, hotels, healthcare, and 

government projects. It allows participants to secure the 

settlement of transactions, achieve the transaction, and transfer 

of assets at a low-cost (Tschorsch and Scheuermann 2016). . 

In the context of online management learning and 

collaboration, blockchain can be used for a variety of 

purposes, such as credentialing, secure document sharing, and 

improving trust in social learning environments. Several 

research papers have explored the potential applications of 

blockchain in this field, and identified both benefits and 

challenges associated with its use. 

For example, Ahmed Al-Bakri and Ahmed Al-Bakri (2021) 

explored the perceptions and expectations of learners and 

educators regarding the use of blockchain technology in online 

education. They found that learners and educators had high 

expectations for blockchain's potential to secure and verify 

educational records, thereby improving the credibility and 

value of online management courses and certifications. 

Similarly, Bucea-Manea-T, oni¸s, R.; Martins, (2021) 
conducted a systematic review of the literature on blockchain 

in higher education and found that credentialing was one of 

the most commonly cited use cases. They noted that 

blockchain-based credentialing could improve the efficiency 

and accuracy of the credentialing process, as well as increase 

the trust and credibility of online management programs. 

Bartolacci (2020) proposed a blockchain-based architecture 

for secure and collaborative document sharing in higher 

education. The architecture utilized smart contracts to 

automate the sharing and tracking of documents, ensuring that 

access to documents was limited to authorized users and that 
document ownership was transparently tracked. 

Vidal et al. (2020) reviewed the literature on blockchain-based 

collaborative learning environments and identified several use 

cases related to secure document sharing. They noted that 

blockchain could be used to create decentralized file storage 

systems that allowed for secure and private document sharing, 

as well as to facilitate the development of trusted peer review 

systems. 

Several research papers explored the potential for blockchain 

to create transparent and accountable social learning 

environments that incentivize collaboration and knowledge 
sharing. For example, Yukselturk, E.; Yildirim, Z. (2008) 

found that learners and educators had high expectations for 

blockchain's potential to create transparent and accountable 

social learning environments. They noted that blockchain-

based incentive systems, such as token-based reward systems, 

could incentivize learners to collaborate and share knowledge. 

Similarly, Castrillon, A.M.S.; Serrano, E.G.F.; Castrillon 

(2021) proposed a blockchain-based lifelong learning passport 

and Certification that would allow individuals to securely 

store and share their educational achievements over time. 

They argued that such a system would incentivize lifelong 

learning and promote collaboration and knowledge sharing 
among learners. 

Francesco Giuseppe Vella and Francesco Giuseppe La Rosa, 

(2020) and Sunil Ramlall and Thang Nguyen, (2020) talk 

about the different approaches for collaborative learning and 

applications for management education and research. 

III. OBJECTIVE

Blockchain in education is still in its incipient stage, the 

industry believes that technology has the implicit to disrupt 

eLearning education. As a result, forward- allowing leaders 

have formerly begun incorporating this innovative technology 

into their eLearning systems. 
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The ideal of this paper hereafter is to concentrate on the the 

implicit benefits of using blockchain in online education; it'll 

include empowering scholars (tone- sovereignty), perfecting 

security, and adding effectiveness for pots and educational 

institutions. There has been a range of exploration on 

exercising blockchain technology for online literacy in general, 

but not enough has been done to identify the thematic clusters 

of underpinning aspects concerning Online operation literacy 

and Collaboration. 

IV. ANALYSIS

Blockchain technology involves three introductory 

generalities sale, block and chain. The sale is an operation of 

the tally like the entry or junking of an item, which always 

leads to a change in the status of the tally; the block records 

the results of all sale data over a period; the chain is a 

chronological string of blocks that reflect all the state changes 

of the tally. 

Blockchain technology in eLearning is a great invention. 

With the help of blockchain, the traditional systems for 

verification could be changed. It would be fully safe and 
secure. 

• Store Data And Track It

Blockchain technology saves and stores information in 

batches called blocks. The blocks are linked with each other 

together in a chronological fashion to form a resemblant line. 

If data is saved once it isn't changeable or can not be rewritten. 

still, you can change the stored block. For illustration, X 

changed to Y at a particular time. Blockchain technology has 

anon-destructive approach to tracking data changes over time. 

• Credentials and Digital Badges

When we talk about how blockchain technology improves 

online literacy, one of the ways is through the creation of 

secure digital colophons and instruments that can be readily 

vindicated and displayed on digital platforms 

1. There are numerous associations like Rosetta Stone,

Google, Udacity, Kaplan University, and Hootsuite partnered 

with Accredible for the instrument programs innovated in 

2013. Accredible provides married paperless, one- click 
digital blockchain- grounded credential verification and 

integrates with a large variety of digital tools and systems. 

2. Another platform is Edgecoin which also offers

blockchain- grounded smart instruments and digital 

credentials. Edgecoin Pay offers a secure web- grounded 

dashboard for educational institutions to develop, maintain, 

and issue blockchain- grounded credentials like reiterations, 

warrants, mark wastes, and instruments. 

• Cryptocurrency in Education as Rewards

What happens if you admit bitcoins when you complete 

your studies? Of course, you feel surprised, because bitcoin 

isn't a small thing to offer as a price. This can motivate 

scholars and learners to finish the class snappily. 

• Decentralized eLearning Platforms

Blockchain offers decentralized educational platforms. 
These platforms are maintained by agreement rather than by a 

central authority. Blockchain technology makes a peer- to- 

peer literacy experience possible. It also encourages 

standardization across educational establishments. We can 

consider the possibility of participating a platform that no 

single preceptor owns simply. 

• Open Emblems/Badges

Open Emblems are being announced as the rearmost 

trouble to advanced education. still a near look at this arising 
trend reveals benefits for traditional institutions and 

indispensable literacy programs likewise. Some oral 

proponents have begun to suggest that colophons representing 

literacy and chops acquired outside the classroom, or indeed in 

Massive Open Online Courses( MOOCs), will soon replace 

warrants and course credits. Employers, so their argument 

goes, will soon play down the council parchment and flock 

rather to new emblem- grounded “instrument platforms ”. 

The Open Badge standard allows any person or association 

to define a emblem (or a system of colophons) to fete 
achievements. Each emblem begins with an image — a visual 

representation of the knowledge or skill represented by that 

particular emblem. 

Open badges use metadata attached to emblem images to 

give fresh information; every emblem tells its own story about 

what it signifies, how it was earned and which association 

conferred it. 

Open Badge metadata includes 

• The defined issues needed to earn the emblem and the
substantiation earners handed to demonstrate their capability 

• The qualifications of the literacy provider, credential

guarantor, or issuing association and their responsibility 

• The relationship between the emblem and larger

programs, professional literacy pathways, and/ or larger skill 

sets 

• Verification of the emblem earner’s identity and applicable,

secure, trusted dispatches about their qualifications,

capabilities and chops operations that support Open

Colophons are suitable to partake, mound, combine, and

include Open Badges issued by each badge earner. Badge
earners can use backpacks to organize their own achievements

across issuers and learning experiences and broadcast their

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 14



qualifications with employers, professional networks and 

others. 

Blockchain and Online Learning are an Important 

Combination 

Yes, of course, blockchain and the education sector together 

are an important combination. Blockchain technology in 
eLearning improves the quality of the institutions and the 

education offered. It increases the use of smart ways. 

Hurdles for Blockchain Technology In The Education 

Sector 

For blockchain technology in the education sector to grow 

more, there are numerous hurdles for the coaches and 

institutions. Nearly 50 of advanced education repliers in a 

check cited a lack of interest in using blockchain technology. 

The following are the main hurdles (1) 

1. Security

2. Scalability

3. Relinquishment rate

4. Cost

Security 

Security is one of the major enterprises far and wide. In the 

blockchain, sensitive information is stored in blocks. 

Institutions have to suppose about what data they store and 
why. Educational institutions need to apply strong data 

security. This security can be enhanced by authorization 

blockchain and by cracking the data on the blockchain. 

seminaries and institutions need to ameliorate their security 

with blockchain development. 

Scalability 

Scalability is another chain for the use of blockchain 

technology in eLearning. Educational institutions retain a huge 

quantum of data on their scholars and alumni. This creates 

scalability problems with blockchain technology. When the 
quantum of data increases, the number of blocks also increases. 

Just because of the large number of blocks the speed of deals 

slows down, as all deals bear peer- to- peer verification. 

Implementation Rate 

Right now the c. Implementation of blockchain- grounded 

instruments isn't popular, and colorful scholars had problems 

because of this. Credentials only work if seminaries or 

companies accept their validity; while there are hundreds of 
seminaries formerly issuing and accepting blockchain 

credentials, numerous others don't do so. colorful spots like 

Upwork and ZipRecruiter promote the relinquishment of 

blockchain- grounded credentials. 

Cost 

When the technology is espoused most presumably it'll be 

expensive. The cost is related to the computing power and the 

changes to the being structure needed, and it can add up. 

numerous sodalities and institutions warrant the knowledge 

and chops necessary to manage pupil data on a blockchain 
platform. 

A Vision for the Future Of Blockchain In The Education 

Industry 

The European Commission's Joint Research Centre( JRC) 

report concludes with a significant finding that blockchain 

technology's future is dependent on complete translucency. 

• Philanthropist power

In blockchain technology, scholars are suitable to manage 

their credentials. They, and not educational institutions, 

control their credentials. 

• Seller independence

Without a seller, no bone can partake, dislocate or validate 

records and data on the blockchain. The MIT Media Lab and 

Learning Machine developed Blockers, an open standard to 

give and corroborate credentials, to try to avoid a norms war 

that could force education institutions and associations to use 
digital credentials providers. 

• Decentralized verification

Because rather than individual humans, cryptographic 

algorithms insure that acceded deals or tally entries cannot be 

changed after they've been validated. Hence, transferring 

power, control, and security from one person or a bigger 

business reality to a decentralized tally makes counterfeiting 

credentialsnon-viable and unbelievable. 

Naturally, some associations and pots, similar as those that 

have personal instrument styles, may be opposed to these 
objects." Blockchain- grounded checks have the eventuality to 

disrupt the essential technology that underpins an assiduity 

worth$2.7 billion," according to the paper. As a result, the 

future and the significance of blockchain for business (2) in 

education is still unknown and open to new ideas. 

V. OBSERVATIONS

     In compliances we can say that for Online operation 

literacy and Collaboration both scholars’ and preceptors’ 

comprehensions & stations towards Blockchain Technology 

were taken into consideration. The scholars ’ learning data, 

including literacy time, course lines and test results, can be 
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recorded on the blockchain in chronological order, and each 

data record can be marked with a timestamp. The data 

delicacy is defended by the cryptographic- grounded recording 

system, eliminates the pitfalls like tampering or omission. 

Thanks to the decentralization, distributed database and 

collaborative conservation of the blockchain, any education 

platform or association will be suitable to record the literacy 

circles of scholars across regions and time. This will 

ameliorate platform effectiveness and reduce the tackle cost. 

Besides completely recording students’ learning data, the 

blockchain- grounded literacy record prevents tampering and 

omission, offering a good guarantee to the credibility of 

scholars ’ learning data. At the same time, the literacy data, 

whose trustability is assured by the encryption technology, can 

be broadcasted across the network, and fluently downloaded 

by the employer. 

From the blockchain- grounded data, the employer can 

learn further about the literacy state of the scholars and 
corroborate their information. thus, blockchain technology can 

effectively avoid paper fraud, fake academic credentials and 

other misconduct in advanced education, and establish a 

trusted platform for scholars, tutoring platforms and 

employers. 

Despite the immense fashionability of online education 

platforms, the scholars aren't enthusiastic after learning a 

many courses because the literacy results are neither 

intimately honored nor officially certified. At present, the 

instrument for online education is conducted inefficiently by 
third- party agencies. 

This mode cannot meet the requirements of the smash of 

online education in the future. When a pupil is hunting a job, 

his/ her instruments are archived in the education platform or 

the academy, which will be vindicated by the employer. 

However, the pupil has to go through a complicated and 

hamstrung process to gain another dupe of the instrument 

from the platform or the academy, If he she loses a instrument. 

The blockchain technology, still, provides a simple, effective 

result to instrument of literacy results, especially academic 

instrument. The scholars’ instruments can be vindicated 
fluently indeed if they're lost. 

From the preceptors’ perspective it can be said that 

blockchain ensures the fairness of the evaluation. The 

instruction is sophisticated and cultural so that it's delicate to 

estimate. The traditional system grounded on students’ 

feedback tends to be one- sidedness, lacking subjectivity and 

is hardly helpful for preceptors’ enhancement. A new 

assessment system can be constructed grounded on blockchain 

network and smart contract. First, preceptors need to submit 

preplanned educational conditioning as a smart contract to the 
seminaries. During the tutoring process, all tutoring 

conditioning will be recorded in the blockchain network. 

The smart contract will corroborate the thickness of the 

tutoring design and practice, which is going to be an important 

instruction evaluation index. What’s more, a smart contract 

between preceptors and seminaries, as well as the one between 

preceptors and scholars can be vindicated and supplemented 

with each other. 

Preceptors/Instructors who meet the norms will get digital 

currency as a price. It serves as both an appreciation and 

stimulant for teachers’ tutoring chops. Overall, blockchain can 

be used to construct a balance to measure learning process and 
issues. It's a dependable and an equal evidence of value for 

everyone. Theoretically, blockchain can break the problems of 

information asymmetry and trust among non-natives because 

of its decentralization and invariability. It ensures the 

authenticity because the information and value are published 

and maintained inclusively. It provides a secure way for gift 

investment. The schoolteacher with further education on 

digital contracts has important chance to win the appreciation 

and recognition. 

VI. CONCLUSION

The consummation of 21st century’s security, 

sequestration, trust, and equivalency can be enforced by 

blockchain technology. Security refers to the protection of 

precious parcels and information. Blockchain technology can 

be used to cover these valuables business by recording data in 

a blockchain network. Blockchain technology protects 

instructors’ educational design from expropriation, therefore 

perfecting the security of guarding intellectual parcels. 

facilitators’ and scholars ’ actions are both recorded and 
covered when smart contract and blockchain are applied. The 

trust between the subjects is grounded on the technology itself, 

not the third- party. Equality refers to the equal rights and 

openings that everyone has on a blockchain network. The 

openness, borderless and permissionless natures of blockchain 

technology can give everyone equal access to the technology 

and the network erected with it. Anyone can apply for an 

electronic portmanteau on blockchain network. Blockchain 

technology doesn't set any limits for the druggies. All 

seminaries, sodalities, preceptors, and scholars can apply it to 

daily, therefore avoiding authority- bias. 
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     Abstract— The coronavirus disease of 2019 (COVID-19) 

has a tremendous influence on public healthcare and impacts 

billions of people worldwide. More than 44 million individuals 

have contracted the disease by October 2020, and there had been 

more than 1,000,000 documented fatalities. Diagnostic imaging 

procedures like CT scans provide a lot of  possibilities as an 

alternative to RT-PCR techniques for quantitative assessment 

and disease monitoring. Convolutional Neural Network (CNN) 

is the most advantageous and well-liked image processing 

algorithm in the modern age of machine learning and AI. We’ve 

come across many CNN algorithms and other methods that have 

been applied in the past few years to analyze the wide range of 

diseases utilizing medical images like CT and X-ray scans of the 

chest. The U-Net framework has already in place to be more 

effective than other currently available best techniques for 

analyzing biomedical images. To improve the efficiency of the 

U-Net Framework, we are using Connected UNets in this work.

This research helps in identifying the Image division of Covid 19

affected tissue areas in CT lung images by using—Connected U-

Net architecture.

     Keywords— Covid19, Deep learning, Convolutional neural 

network (CNN),Image Segmentation ,U-Net 

I. INTRODUCTION

Since December 31, 2019, Wuhan, a province in China, has 

been the source of a new coronavirus outbreak known as 

COVID-19. Within a few days, cases of infection were 

recorded in other Chinese towns as well as in the worldwide 

community. The World Health Organization (WHO) 

designated the COVID-19 outbreak, commonly known as the 

coronavirus causing serious acute respiratory syndrome., to be 

a pandemic due to the virus’s rapid and widespread spread.[3] 

By May 10, 2021, there had been more than 150 million 

instances of COVID-19, impacting 223 countries or areas and 

resulting in 3,288,455 fatalities globally. In order to control 

the epidemic, Reverse Transcription Polymerase Chain 

Reaction (RT-PCR) is commonly picked from the market to 

screen people for COVID-19 infection.[4].However, the 

accuracy of RT-PCR, which is only used to assess if the user 

has an infection or not , is still insufficient. For instance, the 

RT-PCR was negative during the most recent outbreak in 

India, but lung imaging revealed infection. Therefore, in 

addition to RTPCR, additional data must be used in order to 

reach a conclusion. Lung Computer  

Tomography (CT) scans are a frequent and efficient way of 

investigations and medical treatment. A CT scan can 

demonstrate bilateral  

ground-glass opacity (GGO) or patchiness of the lung, which 

more accurately and completely demonstrates pathology. 

Additionally, it is practical for doctors to build the treatment 

plan and make a thorough determination dependent on the 

illness of the patient state, which is significant in determining 

whether the patient has COVID-19. However, medical 

professionals’ judgement is required for diagnosis and 

therapy. 

     The regions in which the infection rate is high and a 

dearth of medical resources in certain areas may necessitate 

the use of tomography for diagnosis and treatment. When the 

doctors seen with the naked eye,it leads to the chances of 

incorrect identification of infection.[5] To more effectively 

handle the problems caused by the virus, we need a system 

that can quickly and autonomously segment the infected area 

of the COVID-19 patient's lungs. It speeds up the diagnosing 

process, cuts down on the amount of visual work clinicians 

must do to distinguish diseased areas, and expedites follow-

up care. 

     In COVID-19 CT scans, accurate lung and Segmenting 

infections is crucial for the quantitative management of 

patients.The identification  procedure will go more swiftly if 

the COVID-19 CT image's concerning area can be 

dynamically segmented. This will allow clinicians to 

immediately detect the patient’s illness .In recent years, medical 

images like chest X-ray and chest CT images are in place used 

to analyse various ailments. We’ve encountered numerous 

CNN algorithms and other techniques used in these analyses. 

It has already been established that the U-Net Framework is 

superior to existing best practices already in use for analysing 

biological pictures. In this study, Connected UNets are used to 

increase the efficiency of the U-Net architecture. 
. 

II. RELATED WORKS-LITERATURE SURVEY

In this study [2], Connected-UNets architecture was 

presented, which links two UNets together utilising  added 

more altered skip connections. To highlight the contextual 

information within the encoder-decoder network design, we 

combine Atrous Spatial Pyramid Pooling (ASPP) in the two 

conventional UNets. The Attention UNet (AUNet) and the 

Residual UNet are also subjected to the suggested 

architecture (ResUNet). The Curated Breast Imaging Subset 

of the Digital Database for Screening Mammography (CBIS-
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DDSM) and INbreast are two publicly accessible datasets that 

we used for evaluation together with a private dataset. 

 In order to be able to automatically split the impacted region, 

it was proposed a novel network structure and given the 

designation QC-HC U-Net. [7]Apply the new connection 

method to the encoder and decoder after first combining 

dense and residual connections. Second, Hypercolumns are 

incorporated in the decoder section. When compared to the 

benchmark 3D U-Net, the upgraded network effectively 

prevents vanishing gradient while extracting additional data. 

In this work, approaches for data expansion through 

resampling and data augmentation are chosen to address the 

issue of insufficient data. 

For classifying images[8], SegNet and UNET architectures 

used here. Both SegNet and UNet are referred to be scene 

segmentation networks and medical segmentation tools, 

respectively. Both networks were used as multi-class 

segmentors to identify the type of infection on the lung and 

as a binary segmentor, we can identify the infected lung tissue 

from healthy lung tissue. The results demonstrate SegNet’s 

superior capacity to distinguish between infected and non-

infected tissues in comparison to other techniques (with 0.95 

mean accuracy), whereas UNET has improved performance 

as a multi-class segmentor. (with 0.91 mean accuracy). 

UNet 3+[9], a fully linked full-scale UNet with deep 

supervision, is designed to make the most of feature maps at 

full scales for precise segmentation and a network 

architecture with few parameters. A hybrid loss function and 

classification-guided module are added to provide a more 

precise position- and boundary-aware segmentation map. 

TMD-Unet [10] is a new network model that differs from 

Unet in three key ways: (1) changing the way network nodes 

are connected; (2) utilizing dilation convolution as opposed 

to conventional convolution; and (3) adding multi-scale input 

capabilities to the model's input side, and switching from a 

conventional skip connection to a dense one. Seven datasets, 

used in our experiments, spanning a range of medical image 

modalities, including colonoscopy, electron microscopes 

(EM), dermoscopy, computerized tomography (CT), and 

magnetic resonance imaging. (MRI) 

In keeping with the auto-context approach for liver and 

tumour segmentation[11],In this paper, a novel hybrid 

densely connected UNet (H-DenseUNet) for efficient intra-

slice data extraction and a 3D equivalent for hierarchically 

aggregating volumetric contexts are proposed. In our end-to-

end formulation of the H- DenseUNet learning process, a 

hybrid feature fusion (HFF) layer allows the intra-slice 

representations and inter-slice features to be concurrently 

improved. 

To separate the contaminated area from the lungs, a two-stage 

cascading 3D UNet was used[12]. The first 3D UNet recovers 

the lung parenchyma from the CT volume input after 

preprocessing and augmentation. Due to the low CT data, we 

properly post-process the lung parenchyma and input these 

volumes into the second 3D UNet. The contaminated 3D 

volumes are extracted by the second 3D UNet. By adopting 

this method, healthcare providers can assess the polluted area 

using all of the patient's CT data without having to designate 

the lung parenchyma for each new patient. 

 From a channel perspective with an attention 

mechanism[13], this work present a novel segmentation 

framework called UCTransNet (with a proposed CTrans 

module in U-Net). The CTrans module, a replacement for U-

Net skip connections, is made up of two sub-modules: CCT, 

which conducts multi-scale Channel Cross fusion with 

Transformer; and CCA, which directs the fusion of multi-

scale channel-wise information so that it can effectively 

connect to the decoder features in order to remove ambiguity. 

In order to close the semantic gaps for precise automatic 

medical picture segmentation, the suggested connection 

made up of the CCT and CCA can thus take the place of the 

original skip connection. 

The U-Net model utilised in this experiment had two 

convolutional layers on the contracting side. [14]. each with 

a 3x3 filter size and being able to set up ReLU. To ensure that 

the output had the same dimensions as the input, padding was 

used. Next, a max-pooling layer with a 2x2 size was 

employed to minimise the size of the feature maps. To 

improve the model’s efficacy, dropout layers with a rate of 

0.3 were added. The 2x2 upsampling layer with a stride 2 is 

part of the expanding path. Segmented nodule with the same 

proportions as the input image were produced in the final 

layer. 

In this paper[15], they present a segmentation system to 

identify COVID-19-infected chest areas in CT scans. To 

identify ground glass portions on a voxel level, a model 

architecture resembling an Unet model was used. Because the 

infected regions typically form connected components, an 

appropriate regularisation term based on 2D-anisotropic 

total-variation was devised and incorporated to the loss 

function. (as opposed to randomly distributed voxels). 

Consequently, the proposed paradigm is known as "TV-

Unet." 

This study[16] suggests a segmentation method for 

determining ground glass opacity or ROI in coronavirus-

generated CT images. With the aid of a modified Unet model 

structure, the region of interest was identified at the pixel 

level. A little modification to the U-Net structure was made 

by including an additional layer of convolving in each block 

of the encoder and decoder. Four blocks made up the 

downsampling path in our suggested model, and another four 

blocks made up the upsampling path. Each block of the 

encoder and decoder use 3 times 2D convolution with a 

kernel size of 3 times, 3 times batch normalization, and 3 

times the Relu activation function. This architecture achieved 

effective segmentation without the use of sophisticated 

models. 

In this study [9], We propose a revolutionary UNet 3+ with 

full-scale skip connections and deep supervisions. Full-scale 

skip connections integrate low-level specifics with high-level 

semantics from feature maps of various sizes, while deep 

supervision learns hierarchical representations using full-

scale aggregated feature maps. The suggested approach is 

especially advantageous for organs that appear at different 

scales. We proposed a fully connected U-Net in this study,In 

order to maximise the utilisation of feature maps in complete 

scales for precise segmentation and effective network design 

with fewer parameters, U-Net 3+ with deep supervision was 

developed. A hybrid loss function is included, together with 

the classification-guided module, to produce a position- and 

boundary-aware segmentation map that is more precise. 

In this study[17] ,new architecture Double U-Net is proposed 

to enhance the efficiency of different segmentation tasks. 

There are two U-Nets placed on top of one another.  
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The VGG-19 encoder in the first U-Net was pre-trained, and 

it acquired the features from ImageNet.It will help to transfer 

the features to another tasks easily. Anoter UNet is added at 

bottom to capture the more semanic information. ASPP 

(Atrous Spatial Pyramid Pooling) is used to capture the 

contextual details. Using two separate datasets, from 

colonoscopy and  dermoscopy and four different medical 

imaging datasets, we have conducted experiments on a result 

of microscopy. Comparing DoubleU-Net to baseline 

techniques, it does segmentation more effectively. 

A software system based on weakly supervised deep learning 

was created. [18] using 3D CT volumes to detect COVID- 

19. The model has the following layer details. An U-Net that

has received training created a 3D lung mask.It has three

layers which includes 1. Stem: a standard 3D convolutional

layer with a batchnorm layer, a pooling layer, and a kernel

size of( 5 × 7 × 7) 2.ResBlocks(two 3D residual blocks): A

3D feature map was passed into a shortcut connection that

contained a 3D convolution as well as a 3D convolution with

a batchnorm layer in each ResBlock. 3.Progressive Classifier:

Three 3D convolution layers and a fully-connected (FC) layer

with the softmax activation function were the key

components of the progressive classifier (ProClf). ProClf

gradually abstracts the data from the CT volumes using 3D

max-pooling, and then outputs the probabilities of being

COVID-positive and COVID-negative in a direct manner.

U-Net is the primary tool for segmentation task in medical

imaging [19]. Here we are exploring the various Unet

Architecture from basics.

The Unet has two paths contracting Path and Expansion Path.

In contraction path we are using CNN architecture. In

contracting path, we have Relu activation and Max-pooling

layers come after 2 layers of 3*3  convolution layers. The

feature map is up-sampled along the expanding path using

2x2 up-convolution at each level.The up-sampled feature

map is concatenated with the feature map from the equivalent

layer in the contracting path after being cropped. Two

subsequent 3x3 convolutions and ReLU activation come

next. The feature map is reduced to the necessary number of

channels and produced as the segmented picture at the last

stage by applying an extra 1x1 convolution. We have 3D

Unet where all the 2D operations replaced by 3D images.3D

UNet is used in volumetric CT and MR image segmentation

applications. The different UNET architectures explained in

this study as follows. Attention U-net, Inception U-net and

UNet++

A major issue in the realm of computer-assisted surgical

systems is the segmentation of surgical instruments.[20].

Surgery instrument segmentation using a U-Net architecture

with cascaded dilated convolution layers that combines

multi-scale feature mappings. To oversee the training of each

layer, the loss function consists of an output loss function and

all side loss functions. The data set was obtained from the

Robotic Instrument Segmentation Sub-Challenge of the

Endoscopic Vision Challenge. It was segmented using

surgical instruments using a U-Net architecture with

cascaded dilated convolution layers. The dataset contains a

variety of surgical instruments, such as Bipolar Forceps,

Prograsp Forceps, Large Needle Drivers, Vessel Sealers,

Grasping Retractors, and Monopolar Curved Scissors. Dice

coefficient is attained at

92.20 percent. It was suggested to use holistically nested 

strategies to segment surgical instruments. The image output 

from the final segmentation result retains its original 

resolution size, thus the decoder 

III. PROPOSED WORK

A. Materials and methods used\

We have used Connected U-Nets architecture for 

this study. Figure1 shows a description of the proposed 

architecture, which has two common encoder and decoder 

blocks and two ASPP blocks for the conversion between the 

two paths [2]. There are two Encoders. Each Encoder 

Consists of 3 × 3 Convolution layers followed by a batch 

normalisation (BN) layer and an activation ReLU (Rectified 

Linear Unit). 

The output of each encoder block is then passed on 

to the following encoder after undergoing a maximum 

pooling process. A  (2 × 2)transposed convolution unit, or 

"deconvolution layer," which is connected to the output of the 

preceding encoder, makes up each decoder block. The output 

is then sent into two convolution blocks, which are made up 

of 3 × 3 convolutions, an activation ReLU, and a BN layer.

Figure1  Connected U-Nets 

Architecture shows two cascaded encoders (i.e. down-sample 

pathway) (red arrows) and decoders (i.e. up-sample pathway) 

(yellow arrows), all alternately connected via skip connection 

(i.e. dashed lines) and ASPP blocks. An input image is fed to 

the first block, and a segmentation (binary) image is returned 

by the last block. Encoders are represented by Convolution 

layer + Batch Normalization (blue blocks), and Activation 

layer (dark blue blocks). Decoders are represented by 

Transposed convolution (green blocks), and Convolution 

layer + Activation layer (light blue blocks) 

IV. IMPLEMENTATION

We have used Connected U-Nets architecture for this study. 

Figure 1 displays the proposed architecture's overall 

structure, which is made up of two ASPP blocks for the 

transformation between the two paths and two standard 

encoder and decoder blocks.[2]. There are two Encoders. 

Each Encoder Consists of 3 × 3 Convolution layers followed 

by a batch normalisation (BN) layer and an activation ReLU 

(Rectified Linear Unit). 
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The output of each encoder block is then passed on to the 

following encoder after undergoing a maximum pooling 

process. A  (2 × 2) transposed convolution unit, or 

"deconvolution layer," which is connected to the output of the 

preceding encoder, makes up each decoder block. The output 

is then fed into two convolution blocks, which are made up 

of 3 × 3 convolutions, followed by an activation ReLU and a 

BN layer. 

Figure 2: Images and Ground Class 

An ASPP (Atrous Spatial Pyramid Pooling) block is used to 

switch between the down-sample and up-sample pathways. 

ASPP convolution enables a bigger receptive field along the 

transition path without compromising resolution. 

New skip connections that utilise information from the first 

up-sampling pathway are utilised to connect to a second UNet 

after passing through the first UNetThe output of the 

preceding decoder block is first concatenated with the same 

output of the following decoder block after being passed via 

a 3 × 3 convolution layer, an activation ReLU, and a BN 

layer. This serves as the second UNet's input for the first 

encoder block. The output of the three encoder blocks' 

maximum pooling operations is fed into a layer of three 

convolutions, which is then concatenated with the output of 

the previous decoder block. The next encoder block receives 

the result after being down-sampled.According to 

Supplementary Figure 1, the second UNet’s last encoder 

block is delivered into the ASPP block, and the remaining 

components are comparable to those of the first UNet. The 

anticipated mask is produced by giving the final output to a 1 

× 1 convolutions layer, which is then followed by a sigmoid 

activation layer. 

Figure 3 :Block Diagram 

CT scans have undergone image pre-processing after being 

normalised and processed.Here, all of the images were 

histogram equalised before being input to the model. We can 

understand the basic flow in the above block diagram. 

Figure 4: Distribution of Image Pixels after Normalization 

V. RESULTS AND DISCUSSION

With Basic U-Net architecture ,we got the accuracy of 90% 

and IOU score is 80%. When we used the model Connected 

U-Nets with ASPP block, the accuracy is 94% ,IOU score is

88 % and the Dice coeeficient Score is 94%.

TABLE.1. ACCURACY METRICS 

In this study we developed an architecture called Connected-

UNets that uses additional skip connection pathways to 

completely connect two single U-Nets. In addition, the 

network uses the ASPP method as a transition block to get 

around the problem of losing data,resolution, especially when 

it comes to tiny infected areas. The capability of skip 

connections is expanded by segmentation architecture. 

Figure 5. IOU Metrics 

The Intersection-Over-Union (IoU), also known as the 

Jaccard Index, is one of the most commonly used metrics in 

semantic segmentation.IoU is defined as the area of union 

between the predicted segmentation and the ground truth 

divided by the area of overlap between the two. In the above 

Figure5, we can see the IOU Metrics for Training as well as 

Validation. The Validation metrics is not similar to the 

Training. We can see the variations in IOU Metrics values as 

the epoch varies. If we increase the epoch ,we can see the 

better Results. 

     When compared to the basic architectures, the proposed 

architectures’ findings demonstrated improved  

Model Accuracy Dice 
 Score 

IOU 
Score 

U-Net with Adam 90% 82% 80% 
Connected U-Net with Adam 94% 94% 88% 
Connected U-Net with Adamax 96% 96% 92% 
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Figure 6: Predicted Results 

segmentation. We can see the segmentation of the infected 

area in the Figure 6.The neural networks in the suggested 

designs require a lot of computation because they have more 

trainable parameters than the standard architecture models, 

which results in a long training time of more than .1000 

seconds per epoch on average.In the Connected U-Net 

architecture we can still improve the performance by using 

different optimizer like AdaMax and AdamW.Compared to 

Adam, Adamax is performing better in this framework. The 

accuracy is 96 percent with 30 epochs. 

VI. Conclusion

The suggested architecture includes the recently proposed 

changes that were made to overcome the pixel-to-pixel 

segmentation problems in medical image segmentation.The 

information is decoded using one UNet and then propagated 

again to a second UNet, resulting in the increased 

segmentation performance.We demonstrated that our trained 

model had a high percentage of success in identifying 

pathogenic COVID-19 areas.The Connected U-Net model 

performs better than the original U-Net and yields more 

accurate segmentation results. We can still improve the 

performance by applying this architecture to other U-Net 

Variants and various optimizers. 
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Abstract: The paper proposes an optimal approach for data 

extraction from the “Rythu Bazar” official website Department 

of Agricultural Marketing, Govt. of Telangana 

(tsmarketing.in). The scope of data to work for this project was 

the “Hyderabad” market only for 26 commodities (perishables) 

starting from the year 2017 to December 2019. An attempt has 

been made to apply the algorithm for the other commodities 

like Potato, Beetroot and Tomato. The Results of this 

algorithm were compared to the results from backfilling 

EWMA approaches. As a novelty to the existing approach, a 

normalized RMSE algorithm was built along with the MAPE 

as an additional metric. As per the business understanding of 

data, the batch size was set to a week instead of using the 

number provided by the original authors. Different approaches 

for scaling the data were tested on the dataset and the results 

were very convincing. 

Keywords— Time Series, Data preprocessing, Data 

Imputation, Uni variate,  LIME, RNN,  Agriculture, RMSE 

I. INTRODUCTION

Agriculture is a life line for more than 80 percent of the 
Indian Farmers and a major source of Income of majority of 
the people in this agrarian economy. This sector has recently 
gained a lot of importance and has been a focus area for 
transforming it to be driven by technology. Middle and small 
scale farmers are facing a challenge in deciding the crops to 
grow and to estimate the yield and price they get. our effort 
is to help them by using ML models to predict the yield and 
calculate the market price based on historical data. The 
datasets have been extracted from the “Rythu Bazar” official 
website Department of Agricultural Marketing, Govt. of 
Telangana (tsmarketing.in). The scope of data to work for 
this project will be the “Hyderabad” market only for 26 
commodities(perishables) starting from the year 2017 to 
December 2019 . There is no API s to pull data, therefore we 
will be using excel sheets to store it. The training data is 
static. Major challenge with the data is the missing values 
and outliers. This could be either due to the human errors or 
the lack of data from the market. As part of the capstone , we 
tried using various algorithms for data pre-processing. As 
part of the phase 2 improvements, the data set was expanded 
to apply the algorithm for multiple commodities like Onion, 
Beetroot , Potato and Tomato . Implemented normalised 
RMSE and MAPE, and compare the RMSE and MAPE for 

different imputation mechanisms. Standard scalar for the 
data normalisation was tested to see if there are any better 
results with it. An algorithm to get back the data set with the 
imputed values for the missing data only Batch size has been 
set to 4 in phase 1. Experiment with the batch size for the 
commodities based on the average periodicity of the missing 
data confirmed that 7 is the optimal number 

II. LITERATURE REVIEW

The main paper which we would like to explore and base 

our analysis is "End-to-End Incomplete Time-Series 

Modeling From Linear Memory of Latent Variables 

A new approach for modeling incomplete time series is 

presented in this paper, which is called a linear memory 

vector recurrent neural network (LIME-RNN). LIME-RNN 

is a type of recurrent neural network (RNN) that employs a 

learned linear combination of past history states, similar to 

residual networks and graph-based temporal dependency 

imputation. The technique incorporates a linear memory 

vector, also known as the residual sum vector (RSV), which 

aggregates past hidden states of the RNN and is utilized to 

fill in missing values. The proposed method introduces a 

novel loss function for training the model in an end-to-end 

manner, with consideration of missing values in time series. 

The framework can manage imputation for both missing-at-

random and consecutive missing inputs. Furthermore, 

LIME-RNN can handle imputation and prediction for time-

series data with missing values. The authors of this paper 

have proposed a new solution to the problem of time-series 

imputation by combining graph-based methods and 

ResNets. Their approach, called linear memory vector RNN 

(LIME-RNN), introduces a weighted linear memory vector 

into RNNs. During training, the RNN is augmented with a 

residual sum vector (RSV) that is a weighted sum of all 

previous hidden states, akin to the residual connections in a 

ResNet. The weights of the RSV are learned, and a second 

weight matrix is used to impute missing values. The model 

is also influenced by graph-based models, as the weights 

between the RSVs enable information from previous time 

steps to inform the imputation. The proposed end-to-end 

imputation framework addresses the time-series imputation 

problem comprehensively. An end-to-end training approach 

for the LIME-RNN model with incomplete time series is 
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achieved using a loss function. During training, the LIME-

RNN network learns to regress the values of input variables 

when they are available. If any values are missing, the 

regressor is used to fill in the gaps. This approach allows for 

the LIME-RNN to be trained with incomplete time series 

while simultaneously imputing missing values and 

conducting TSP. The framework can handle both "missing 

at random" data and consecutive missing data. 

The paper [2] focuses on customising the time series data 

for the auto-regressive-model-based missing value 

estimation approach (ARLSimpute). This approach works 

well when a given time point has a large number of missing 

values or when the entire time point is absent, which is an 

issue we face with the data we have in scope. When a single 

column has a lot of missing values—or even when all the 

values in a column are missing—the auto regressive method 

is utilized because it consistently outperforms other 

approaches like the KNN impute method, Row Average 

method, and mean imputation method in terms of results. 

The effectiveness and efficiency of the proposed algorithm 

to expose future time series data are shown by experimental 

results on real-world datasets. 

1. Calculating AR Coefficients: In place of forward or

backward prediction, the forward-backward linear

prediction method is utilized mainly because it requires

more equations to calculate the coefficients. We

presume that the AR coefficients for the heavily

correlated data are identical. The measure lift can be

used to identify data correlation. When the lift value is

1, there is no association between the data. The data are

strongly connected if the value is more than one;

otherwise, they are negatively linked. It has been

demonstrated that using this technique will increase the

frequency estimate's accuracy.

2. A thorough algorithm involving matrix operations has

been given for the estimation of missing data.

3. Measurement of Missing Value Performance:

Performance of the missing value estimate approach is

measured using the Normalized RMS Error (NRMSE)

metric.

4. Experimentation Findings For the stock data set, UK

statistics data set, sales data set, and weather data set,

missing values are estimated using the auto regressive

(AR) model. When a particular column has a large

number of missing values, or even when all the values

in a column are missing, this algorithm is utilized. The

dynamic nature of the micro array time series data,

where each observation may depend on earlier ones, is

taken into account by this imputation method.

The outcome of data preprocessing is used as the input

for the linear and quadratic prediction algorithms.

These methods are employed to forecast future values

based on past values. Performance indicators such as

recall and precision are used to gauge the algorithm's

effectiveness.

The MICE approach is introduced in paper [3], which 

focuses on the method's practical applications and 

difficulties. The usage of multiple imputation techniques, 

especially MICE, is quite versatile and applicable in a 

variety of contexts. The analyses of multiply imputed data 

take into account the uncertainty in the imputations and 

produce precise standard errors since multiple imputation 

entails making numerous predictions for each missing value. 

On a basic level, if the observed data (used in the imputation 

model) has little information about the missing values, the 

imputations will be highly variable, resulting in high 

standard errors in the analyses. 

In Paper [4], extended ANN, a hybrid approach of MICE 

and ANN, is proposed to search for missing values, analyse 

them, and execute imputations in the supplied data set. In 

order to increase the accuracy of the dataset, the proposed 

mechanism is effectively able to assess the blank entries and 

fill them with proper evaluation of their nearby records. The 

expanded ANN is subsequently contrasted against several 

contemporary algorithms or mechanisms to analyse the 

efficiency as well as the accuracy of the outputs in order to 

validate the proposed method. 

A thorough analysis of the issue of missing values is 

provided in Paper [5], which covers missing data 

mechanisms, missingness categories, and a sizable number 

of missing data handling approaches for various applications 

and circumstances. It also serves as a resource for 

researchers selecting the best approach to handle missing 

values. 

Additionally, a KNN and RF imputation experiment was 

conducted on the Iris and new ID fan datasets to show how 

well-liked imputation techniques perform. Using RMSE as 

an evaluation metric, KNN imputation performed better than 

RF imputation on the Iris data for two missingness ratios, 

whereas RF performed better than KNN on the ID fan data 

for all missingness ratios. This has led to the conclusion that 

there is no clear evidence that favours one method over the 

other and that the precision and accuracy of machine 

learning imputation methods depend greatly on the type of 

data being processed. The review showed that there are 

numerous limitations on the current missing values 

approaches. 

Another study [6] uses machine learning (ML) techniques to 

offer MLBUI, a novel method for filling consecutive 

missing values (gaps) in univariate time series. First, create 

multivariate time series for each gap by transforming the 

data before and after the gap. Following this transformation, 

ML-based forward and backward forecasting is used to

estimate missing values. Finally, use the average values

from the two forecast sets to impute the gap.

Utilizing five quantitative and visual indicators, four real-

world datasets are utilized to compare the performance of

the proposed methodology to five previous imputation

approaches. According to experimental findings, the
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MLBUI strategy outperforms a number of cutting-edge 

techniques. 

Nine frequently used imputation models are examined in 

study [7] using tools from statistics, machine learning, and 

deep learning. According to the results, Linear Memory 

Vector Gated Recurrent Unit (LIME-GRU) performs better 

than the other models that were put to the test by having the 

least Mean Square Error (MSE) and Root Mean Square 

Error (RMSE). The results are also validated using a 

predictive model to assess how imputation affects 

prediction. The prediction model's findings show that for a 

specific test instance, the Average Aggregated Measure 

(AAGM) was 39 percent better with LIME-GRU than with 

mode imputation. A prediction model is used to further 

validate the data. 

The worst performing imputation model (mode imputation) 

and the best performing imputation model (LIME-GRU) 

were used in a test scenario, and it was shown that the 

LIME-GRU did, in fact, produce greater predicting skills 

than the poorest performing model. 

The authors of paper [8] explain and summarise a number of 

earlier studies about approaches or strategies for addressing 

missing values in time series data. In addition, some feasible 

approaches to estimating missing values are discussed in 

this paper for use by other scholars working in this area. The 

goal of the debate is to assist them in determining the most 

popular strategy at the moment, as well as its benefits and 

cons. This paper compares the modern and old methods for 

handling missing values. While estimate approaches are a 

more recent method particularly chosen to handle missing 

values in time series data, traditional methods like deletion, 

mean imputation, and hot decking are still employed today. 

Instead of employing a method that simulates virtual 

missing data, the authors of study [9] attempted to indirectly 

assess the imputation methods based on the results of time 

series forecasting models. The experimental findings reveal 

that k-NN produced the best results. Model performance 

compared to the chosen imputation techniques. 

They offer a successful two-phase technique for finding the 

top outlier samples in MTS datasets in this study [10]. This 

two-phased approach makes use of a heuristic and two 

pruning rules. On two real-world datasets, we ran our 

experiments. The outcomes of the experiment demonstrate 

the usefulness and efficiency of our algorithm. 

A brand-new imputation technique is suggested in this study 

[11] to fill in the gaps in the time series data. To make use

of the temporal information, a local time index scheme is

created. Missing values can be computed quickly and

naturally by giving the least squares support vector machine

(LSSVM) explicitly local time indices and non-missing

values.

The least squares support vector machine (LSSVM),

autoregressive integrated moving average models (ARIMA),

artificial neural networks (ANN), artificial intelligence (AI)

techniques, state space models, Kalman filtering, and fuzzy 

models are some of the methods currently in use for 

imputation that are covered in Paper[12]. 

 To evaluate these techniques, extensive experimental 

application data is used. Additionally, the performance of 

imputation algorithms in time series can be improved by 

using a synthetic set of data to predict missing value. The 

most popular imputation techniques have been listed in this 

document together with basic computational details and 

information on how they verified a given set of data. 

III. THEORITICAL BACKGROUND

A. LIME-RNN Framework

LIME-RNN combines the merits of graph-based models 

with explicitly modeled temporal dependencies via weighted 

residual connection between nodes, with the merits of RNNs 

that can accumulate historical residual information and 

learn the underlying patterns of incomplete time series 

automatically. Compared to other general graph methods, 

LIME-RNN has several advantages. 

• The dependency between input variables can be nonlinear,

and is mediated in model by the learned hidden

unit representation through zt .

• The temporal dependency graph in LIME-RNN considers

all direct connections among hidden variables [e.g., given K

previous points, the number of residual short paths is 2K,

which avoids the handcrafted design of the dependency

structure. These residual short paths in LIME-RNN can be

automatically learned in an end-to-end way using

BPTT,which does not limit the system to some set of user-

intuited assumptions, such as the dependency length

(delay) in autoregression (AR).

•

• Normalised Root Mean Square Error 

Root Mean Square Error (NRMSE) is a standard way to 

measure the error of a model in predicting quantitative data. 

Formally it is defined as follows: 

RMSE = √[ Σ(Pi – Oi)2 / n ] ---------------------(1) 

NRMSE=RMSE/y   --------------------------------(2) 

NRMSE is computed on the Unscaled data. That means, if 
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the response variable was transformed prior to the modeling, 

NRMSE is used on the predicted values which is back-

transformed and compared with the observed raw data when 

computing the NRMSE. 

IV. METHODS AND MATERIALS

Figure 1– Flow Diagram 

The above Figure describes the methodology for Phase 2 

Following are the enhancements /Novelty added as part of 

the this phase of project. 

1. Apply the algorithm for multiple commodities. Phase 1

was mostly focused on Onion.

2. Implement Normalised RMSE and MAPE.Build RMSE

to evaluate only for the imputed columns. compare the

RMSE and MAPE for different imputation

mechanisms.

3. Use standard scalar for the data normalisation and

compare the result

4. In the LSTM algorithm ,Batch size has been set based

on the observation of missing data. As part of phase 1 ,

it was randomly set to 4. As part of phase 2 ,

Experiment with the batch size for the commodities

based on the periodicity of the missing data or the

weeks

A. Data Preparation

As discussed earlier close to 28% of the data was missing 

for onion from the portal. To train the model it was required 

to have a full set of data as raw data and the data with 

missing values for dates as the test data. so the train data 

was created by imputing the data using EWMA which was 

found to be a better technique in the previous analysis and 

the actual data was used for testing . This ensured that the 

data set ratio for train and test was almost 70:30  

 Data had multiple columns and our focus for the Data 

imputation is only for the Quantity in arrivals. The Data was 

converted to a time series of the date range of 25th April 

2017 to 31st Dec 2019 for each of the Data commodities 

which were in the scope of this project. There were 980 data 

points for each commodity with the missing precentage . 

As part of the Novelty , an attempt was made to use a 

different normalisation technique as used by main paper. 

Main paper uses Minmax scaler from sklearn. When the 

data was scaled using a standard scaler, it was observed that 

the RMSE value increased by 30%. Hence it was decided to 

retain the minmax scaler. as we see that, if the data is not 

imputed it could cause a lot of variance and bias in the ML 

model built on this time series data. 

Figure 2 – Missing Data for Beetroot, Onion, Potato , 

Tomato 
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B. Algorithm implemented and Methodology

LIME-RNN technique was used for training the model with 

the hyper parameters as below . There were around 980 data 

points. number of epochs was set to 200 for the better 

results. As part of the Novelty, Batch size was varied for 

each commodity to check for any improvisation. It was 

found that the algorithm performed well when the batch size 

was set to 7 . 7 also indicates the number of days in a week. 

As a business use case too,it actually made sense to use a 

week window as the window. 

C. Data Normalization

Data can be classified into Train data and Test Data . Train 

Data comprises of the entire data set which does not have 

any missing values. This is also called as Raw data. This is 

the data from Rythu bazaar for the date range of 25th April 

2017 to 31st Dec 2019. As mentioned in the preprocessing 

step, Arrival quantities from the data set is extracted and 

kept in a file. As the data in itself has missing values, actual 

data is filled with values using interpolation. Test data is 

same as the Actual raw data but in this case, the missing 

values are not treated. The Nans are translated to -1.0 for the 

algorithm to work. As part of the process, the data is 

normalised using min max scaler  

D. Hyper Parameters

 LSTM is built with 1 layer Hidden size is 128 as the data is 

uni variate the embedding size is set to 1 Number of epochs 

were tried between 100 and 200 and was found that the error 

was least when 200 epochs were used. As mentioned above , 

Batch size we experimented for various batch sizes and 

zeroed on 7 after the careful observation of results. As 

mentioned in the paper , Learning rate was initially set to 

0.01 fine tuned till the error gets flattened out. Adam 

optimiser was used as mentioned in the paper. 

E. Model Evaluation Metrics

The reference paper describes Root Mean square error as the 

performance metric. RMSE is calculated before un scaling 

the data. While this is a good approach, a Novel approach 

has been proposed as part of the phase 2 of the project. As 

described in the foundation section, a normalised RMSE and 

MAPE metrics have been proposed and evaluated. As the 

objective of the project is to build an effective data 

imputation model, it is not required to include the non 

imputed values( which already exist in the source data) for 

the metrics.so in the proposed Normalised RMSE approach , 

such data points have been excluded. MAPE is also an 

accepted performance metric which has not been explored in 

the main paper. As the values of imputed data in the test 

data set could be either higher or lower than the values in 

the actual data, it actually adds a value to find the absolute 

deviation and the percentage result analysis. 

5. RESULTS

The model gave the least RMSE of 0.13 even executed for 

200 iterations. The metric used for comparison is RMSE as 

followed in the main paper. although the model predicts for 

all the data points, only the prediction done for the missing 

values in the test data is used for the RMSE as the main 

intention of the paper is for prediction only As part of Phase 

2 and addition of Novelty, the algorithm was experimented 

using different Scaling techniques. RMSE increased to 0.48 

when standard scaler was used . So, Min-max scalar works 

the best in this case. As discussed in the methodology 

section, as part of Novelty, we experimented with various 

batch sizes. Algorithm performed consistent for values of 4 

to 7. for model comparison, Various other simple 

Imputation techniques were executed for the same data set 

and results are tabulated. 

Time series Data was plotted for the imputedvalues from 

various techniques to understand how they vary in each 

case. It could be deduced from the graphs that the proposed 

technique fares better than the rest in terms of variability. As 

part of Phase 2, an extra step was added to create the data by 

retaining the values from actual data set with the imputed 

values replacing the missing values. This does not exist in 

the main paper. Below is the data for onion with the last 

column which indicates the actual value which could be 

used for the further ML models The scope of the project is 

limited to Data imputation and hence it is required only 

analyse the prediction values. Following plots are for the 

commodities in scope to highlight the predicted values in 

blue colour whenever the actual data had a NULL value 
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Figure 3 – Prediction Graphs for Beetroot, Onion, and 

aTomato 

Figure 4 - Comparision of results 

VI. CONCLUSIONS

Data imputation is an integral part of Data processing in any 

ML models. As the Rythu Bazaar has lot of missing data 

points due to human errors, building an effective imputation 

method will lead to forecasting with less errors. In this 

paper, we adapted the LIME-RNN which has proven results 

for learning temporal dependencies from incomplete time 

series in an end-to-end way. Model will evaluated on several 

commodities of different missing rates and data missing 

randomness. Experimental results will be verified on LIME 

RNN to prove that it outperforms other state-of-the-art 

methods on imputation and prediction with missing values. 

Throughout this paper, the missing pattern we studied here 

is random missing (meaning that the missing ness is not 

informative). Based on the results in Phase 2, following 

conclusions can be derived : 

(a) The upper and lower bounds are well known for the

commodities. We do not expect a very high range of

changes. The algorithm works fine with MinMax Scaler

(b) Batch size of 7 could be used as we expect a weekly

cycle for the commodities (c) RMSE can be found only for

those values which can are imputed. Data points which are

already in the data set can be left out

(d) RMSE values vary as per the data variablity.

Normalising RMSE by dividing it my the difference of the

maximum and minimum value will give a better scale of

measurement

(e) MAPE values prove to be a better metric which

indicates the percentage of the absolute error as the

algorithm can either predict a higher or lower value than the

actual data set

(f) The desired output to be stored should replace only the

data points which are not found in the data set and not the

entire data like how it finds in case of EWMA

Following points can be considered for further scope of

improvement

(a) As the tensor flow version used here is being unset,

upgrade the algorithm to use the latest version of the tensor

flow.

(b) Extend the results to multi variate data predictions

(c) Build an effective capping technique for un doing the

human errors in the data

(d) Explore different Algoirthms like Simpute for the Data

imputation Strategy
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Abstract— Air quality measurement is the process of assessing 

the level of pollutants or contaminants in the air. This 

measurement can be performed in a variety of ways, ranging 

from simple visual inspections to sophisticated scientific analysis. 

One common method of measuring air quality is through the use 

of air quality monitors. These devices can measure various 

pollutants such as particulate matter (PM), nitrogen oxides 

(NOx), sulphur dioxide (SO2), carbon monoxide (CO), and ozone 

(O3) in the air. Air quality monitors can be placed in outdoor 

and indoor settings to track air quality levels over time. Another 

method of measuring air quality is through the use of satellite 

imagery. Satellites can detect pollution in the atmosphere, 

including particulate matter, nitrogen dioxide, and sulphur 

dioxide. These measurements can be used to create maps of air 

pollution levels across a region or country. Air quality 

measurement is important for assessing the impact of air 

pollution on human health and the environment. Governments, 

organizations, and individuals can use this information to make 

decisions about reducing air pollution and improving air quality. 

The proposed system is focused on developing an indoor as well 

as outdoor monitoring unit to measure the real time variations in 

environmental air quality. Detection of hazardous gas presence 

triggers the emergency exhaust to push out the dangerous gas. 

Keywords— Air quality measurement, Machine learning,

Predictive analysis, Smart systems, Neural networks.

I. INTRODUCTION

Air quality measurement is the process of assessing the level 

of pollutants or contaminants in the air. This measurement can 

be performed in a variety of ways, ranging from simple visual 

inspections to sophisticated scientific analysis. One common 

method of measuring air quality is through the use of air 

quality monitors. Internet of things plays an optimum role in 

collecting the environment data globally [1].These devices can 

measure various pollutants such as particulate matter (PM), 

nitrogen oxides (NOx), sulphur dioxide (SO2), carbon 

monoxide (CO), and ozone (O3) in the air. Air quality 

monitors can be placed in outdoor and indoor settings to track 

air quality levels over time [2]. Another method of measuring 

air quality is using satellite imagery. Satellites can detect 

pollution in the atmosphere, including particulate matter, 

nitrogen dioxide, and sulphur dioxide. These measurements 

can be used to create maps of air pollution levels across a 

region or country [3]. 

Air quality [4] measurement is important for assessing the 

impact of air pollution on human health and the environment.  

Governments, organizations, and individuals can use this 

information to make decisions about reducing air pollution 

and improving air quality. 

Industrial gases are used in countless applications like in 

manufacturing, electronics and semiconductor, food and 

beverage and pharmaceutical. Similarly, these gases are still 

useful even in the household [5]. However, these gases are 

considered hazardous since these are combustible and can 

cause explosion if these gases build up in a closed room or 

establishment. Several incidents that occurred locally for the 

past years have proven the degrees of explosion brought by 

these hazardous gases [6]. 

This project aims to develop a microcontroller-based real 

time gas monitoring continuously [7]. The system is designed 

to provide warnings in the area, where the sensors can read the 

amount of gases present in air. The use of inexpensive sensor 

networks and embedded systems are quickly emerging as a 

key player in the monitoring of local and regional air quality 

as lower cost monitoring equipment enables new spatial 

resolution of pollutants [8]. 

• The proposed system is focused on developing an

indoor as well as outdoor monitoring unit to measure

the real time variations in environmental air quality.

• Detection of hazardous gas presence triggers the

emergency exhaust to push out the dangerous gas.

• Embedded system plays an optimum role in

developing real time monitoring system.

• The accuracy of detection rely on the quality of

sensor modules

• The low-cost super-fast detection of air quality using

embedded sensor with high speed internet enabled

cloud updating system is explored here.

• The IoT configurations are implemented using

ESP8266 module.

The rest of the paper is formulated as detailed literature 

study in Section II. Followed by challenges in existing models 

on air quality measurement and execution of system tool 

selection strategies, system design using Section III. Further 

design methodology is explored in section IV. The various 

results obtained and interpretations are discussed in Section V. 

the paper is concluded with future scope of enhancement.    

II. BACKGROUND STUDY
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R. Aharoni et al. (2021) Detection of hazardous gases may

be lethal in minute doses, requiring a sensitive detection 

system. A timely warning, preferably before the gas exceeds a 

critical threshold, depends on the capability to map the gas 

concentration inside a complex structure. This requires 

constant spatial monitoring of gas concentrations at several 

locations. This letter presents a generic pooling approach for 

spatial gas concentration mapping using a single detector. It is 

based on gas sampling from several locations simultaneously 

at predetermined mixing ratios. The gas concentration at each 

sampling point is computed using a repetitious scheme based 

on the sensor readings and the known mixing ratios [9]. 

C. Hao et al (2023) Most greenhouse gases come from

biological activities and industry which will lead to global 

warming and show an impact on human life. With the need of 

green transformation of the global economic structure and 

seeking for higher quality of human life, the detection and 

management of greenhouse gases, as well as most hazardous 

gases in the environment, are increasingly demanding. 

Applications in different fields require sensors that can detect 

gas volume fractions with magnitudes from 10–9 to 10–4. 

Greenhouse gas detection plays an important role both in the 

agriculture and industry field [10]. 

M. Z. M. Shamim et al. (2021) The proposed solution

utilizes a multichannel metal–oxide–semiconductor gas sensor 

for generating unique signature responses from the organic 

compounds. These signature responses are then used for 

training a quantized neural network model in the cloud and 

then deployed onto an embedded development platform for 

edge inference. In this approach, we utilized TensorFlow Lite 

for microcontrollers, an edge computing framework 

(developed by Google) to quantize a 32-bit floating point 

precision neural network model into an 8-bit integer precision 

model for deployment on low-power and low-memory 

footprint embedded edge devices. Our quantized model was 

able to successfully classify all the six VOCs (i.e., Xylene, 

Hexane, Acetone, Toluene, Methanol, and Butanol) with 

accuracies of 99.8 and 100% on the validation and test 

datasets, respectively. More than 50% reduction in on-device 

RAM and Flash memory usage were measured for the 8-bit 

quantized model when compared with the equivalently 

performing 32-bit floating point model for relatively same 

inference speed on the edge sensing device [11]. 

X. Yi, Z. Duan et al. (2022) Nowadays, many cities are

suffering from air pollution problems, which endangered the 

health of the young and elderly for breathing problems. For 

supporting the government’s policymaking and people’s 

decision making, it is important to predict future fine-grained 

air quality. In this article, we predict the air quality of the next 

48 hours for each monitoring station and the daily average air 

quality of the next 7 days for a city, considering air quality 

data, meteorology data, and weather forecast data. Based on 

the domain knowledge about air pollution, we propose a deep 

neural network-based approach, entitled Deep Air. Our 

approach consists of a deep distributed fusion network for 

station-level short-term prediction and a deep cascaded fusion 

network for the city-level long-term forecast [12]. 

Y. Hashmy, et al. (2022) The need for accurate

measurements and forecasting of pollutants with low-cost 

deployment is more pertinent today than ever before. Low-

cost air quality monitoring sensors are prone to erroneous 

measurements, frequent downtimes, and uncertain operational 

conditions. Such a situation demands a prudent approach to 

ensure an effective and flexible calibration scheme. We 

propose a modular air quality calibration, and forecasting 

(MAQ-CaF) methodology, that side-steps the challenges of 

unreliability through its modular machine learning-based 

design which leverages the potential of IoT framework. It 

stores the calibrated data both locally and remotely with an 

added feature of future predictions. Our specially designed 

validation process and the discussion of the results help to 

establish the proposed solution’s applicability and flexibility 

[13]. 

Y. Li et al. (2022) propose a utility-optimal air quality

optimization algorithm to solve the subproblem, and 

theoretically prove that it can achieve the near-optimal system 

utility. Additionally, the upper bound of the indoor 

temperature is derived, and the optimality of the algorithm is 

analyzed. Simulation results show the impact of the system 

parameter on the HVAC system and the indoor temperature, 

and verify that the proposed strategy and methods can 

maintain the comfortable temperature range and supply more 

fresh air effectively under the constraints of energy 

consumption [14]. 

III. SYSTEM DESIGN

In the existing system surrounding parameters like 

temperature, humidity is not monitored. Therefore if any 

abnormal conditions founded automatic prevention measures 

does not take place. This abnormal condition may cause 

unwanted health issues to the workers present there. The 

monitoring data are not stored. 

Both sections consist of microcontroller, gas sensor and 

DHT11. The gas sensor records the gas level of indoor and 

outdoor. The DHT11 sensor used to measure the temperature 

as well as humidity present in the atmosphere. These recorded 

data are updated in IOT web page. If the indoor any unusual 

gas established, exhaust fan is activated immediately. All the 

data are display in LCD also. 

A. Hardware modules

ESP8266
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Fig 1. ESP8266 

ESP32 has a lot more features than ESP8266 and it is difficult 

to include all the specifications in this Getting Started with 

ESP32 guide. So, I made a list of some of the important 

specifications of ESP32 here. But for complete set of 

specifications, I strongly suggest you to refer to the Datasheet. 

Gas sensor 

Fig 2. Gas Sensor 

This sensing element is subjected to current through 

connecting leads. This current is known as heating current 

through it, the gases coming close to the sensing element get 

ionized and are absorbed by the sensing element. This changes 

the resistance of the sensing element which alters the value of 

the current going out of it. The connecting leads of the sensor 

are thick so that sensor can be connected firmly to the circuit 

and sufficient amount of heat gets conducted to the inside part. 

They are casted from copper and have tin plating over 

them[15]. 

DHT11 Sensor 

DHT11 is a Humidity and Temperature Sensor, which 

generates calibrated digital output. DHT11 can be interface 

with any microcontroller like Arduino, Raspberry Pi, etc. and 

get instantaneous results. DHT11 is a low cost humidity and 

temperature sensor which provides high reliability and long 

term stability. It uses a capacitive humidity sensor and a 

thermistor to measure the surrounding air, and outputs a 

digital signal on the data pin (no analog input pins needed). Its 

very simple to use, and libraries and sample codes are 

available for Arduino and Raspberry Pi.  This module makes 

is easy to connect the DHT11 sensor to an Arduino or 

microcontroller as includes the pull up resistor required to use 

the sensor. 

Fig 3. Humidity sensor 

Fig 3. Shows the Humidity sensor DHT11 utilized for 

measuring the environment humidity level through the fast 

flow of air into the sensor tunnel. The equivalent resistance is 

getting varied according to the flow of air [16]. 

IV. METHODOLOGY

 Fig. 4. System architecture of Proposed Air quality measuring system 

(Indoor section) 

Fig 5. System architecture of Proposed Air quality measuring system(Outdoor  
section) 

Hazardous gas detection is the process of identifying and 

measuring the presence of hazardous gases in a particular 

environment. The detection of these gases is crucial for 
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ensuring the safety of individuals and the environment. Some 

of the most common hazardous gases include carbon 

monoxide (CO), hydrogen sulfide (H2S), and methane (CH4). 

There are several methods for hazardous gas detection, 

including: 

Portable gas detectors: These handheld devices are commonly 

used in industrial settings and can be worn by workers to 

detect hazardous gases in the environment. 

Fixed gas detection systems: These systems are installed in 

specific locations and are designed to continuously monitor 

the air for the presence of hazardous gases. They are 

commonly used in industrial facilities, laboratories, and other 

areas where hazardous gases may be present. 

Open-path gas detectors: These devices use infrared beams to 

detect hazardous gases across a specific area. They are 

commonly used in outdoor settings, such as oil and gas fields, 

to detect gas leaks. 

Wireless gas detection systems: These systems use wireless 

technology to connect sensors to a central monitoring station. 

They are commonly used in industrial settings to monitor 

hazardous gases in real-time. 

• The development of an indoor and outdoor monitoring unit

to measure changes in environmental air quality in real time is

the primary focus of the proposed system.

• When hazardous gas is detected, the emergency exhaust is

triggered to expel the gas.

The low-cost, super-fast detection of air quality using

embedded sensors and a high-speed internet-enabled cloud

updating system is the subject of this investigation.

• Embedded system plays the best role in the creation of a

real-time monitoring system.

• The accuracy of the detection depends on the quality of the

sensor modules.

• The ESP8266 module is used to implement the IoT

configurations.

V. RESULTS AND DISCUSSIONS

Fig 6. Integrated Hardware 

Fig. 6. Shows the integrated hardware for proposed Air 

quality measuring system.  

Fig 7. Microcontroller unit with Display 

Fig 7. Shows the microcontroller unit with LCD  display 

to show the progress of streaming process with air 

quality measurement system. 

Fig 8. IoT monitoring page 

Fig 8. Shows the IoT monitoring page of proposed air 

quality monitoring system. 

VI. CONCLUSION

The Sensor Networks is currently being used extensively in 

virtually every industry, including our air quality monitoring 

system. To monitor the pollution levels of various 

contaminants, an IoT-based real-time air pollution monitoring 

system is proposed. Real-time standalone air quality 

monitoring is provided by the Home Air Quality Monitoring 

System. The development of an indoor and outdoor 

monitoring unit to measure changes in environmental air 

quality in real time is the primary focus of the proposed 
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system. When hazardous gas is detected, the emergency 

exhaust is triggered to expel the gas. The low-cost, super-fast 

detection of air quality using embedded sensors and a high-

speed internet-enabled cloud updating system is the subject of 

this investigation. Further the proposed architecture is 

explored through more sensor modules and implementation of 

virtual sensor using artificial intelligence system for enhanced 

development. 
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ABSTRACT---Purpose: This study aims to evaluate an 

enhanced technology acceptance model (TAM) in the context 

of digital services. Together with conventional TAM 

components, perceived trust, safety, and security have an 

impact on e-investors. The technology acceptance model is 

one of the most often used models of technological acceptance 

for describing how people embrace new technologies (TAM). 

Trust is one of the external aspects included in TAM that are 

thought to have a substantial influence on user online 

behaviour, particularly in relation to e-commerce. This study 

does a meta-analysis based on previous TAM studies in order 

to establish well-founded statements about the role of trust. 

Autonomous vehicles (AVs) are a potentially disastrous yet 

beneficial development in our transportation system. The 

implications of this new technology for traffic congestion, 

travel patterns, and vehicle safety. Parking's strong social 

advantages, reduced travel time, and fuel efficiency outweigh 

the risks of crashes. As the transportation system evolves, 

connected and autonomous vehicles (CAVs) are being 

introduced. Accident reduction will be the main advantage of 

autonomous vehicles (AVs), and equipment breakdown will 

be the primary concern, thus adoption and use of these 

technologies by the general population must be anticipated. 

These behavioural models may be required to predict long-

term CAV acquisition in a variety of automotive monetary 

and demographic scenarios. These discoveries might be 

required to construct more efficient and ecologically friendly 

transportation systems. 

Design/methodology: For the research, data was collected 

in Delhi, Mumbai, Kolkata, Chennai, and Bangalore. These 

cities are the most populated and used for automobiles in 

India. Automatic cars use has more than doubled from 17% in 

2016 to 37% in 2020, above the 20% in the new car market.  

From a value and plain convenience perspective, people favour 

automatic cars more. While both manual and automatic are 

equally popular in the lower segment, automatic is more in 

demand in the mid-and high-end markets.  

Structured questionnaires are used to conduct this research. 

The data collection size was 500 and was gathered from men 

and women of diverse age groups, varying economic 

categories, and coming from a variety of occupational 

background. 

Finding: From the study, four factors have been labelled 

“Privacy”, “Security”, “Smart Car”, and “Innovation”. 

Furthermore, it has been found that technology adoption has 

been highly impacted by factors “Privacy”, and “Security”. 

Keywords: Technology adoption, Trust in technology, new 

product development, Driverless cars, security. 

I. INTRODUCTION

Scientists and researchers are working to improve 

human comfort as the globe develops. The debut of 

self-driving cars is generating excitement among 

people all around the world (Deshpande 2014). Its 

ability to use cutting-edge AI to evaluate its 

surroundings and make decisions without a driver is 

what makes this automobile special. In other words, 

these vehicles feature unique sensors, computers, 

and a different database that controls the operation 

of the car and does not require a driver. AI looks to 

be a valuable technology for businesses since it 

switches a large volume of data patterns more 

effectively than humans, enhancing insight and 

knowledge of customers (R. Abduljabbar,2019). 

Many business organisations across the world see AI 

as processing enormous in the banking and financial 

services industry. 

The use of self-driving cars, which are far more 

trustworthy and react much faster than people, might 

considerably reduce this number (Cranswick et al., 

2013). Additionally, it would lessen traffic 

overcrowding because autonomous vehicles are 

dependable in terms of keeping extremely small 

gaps between vehicles as well as remarkable speed 
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and time management (Davis). The capacity of the 

autonomous automobile to prepare the final move, 

which increases accuracy, is another key feature. 

Although it may be complicated, new developments 

in this sector have led to various algorithms that have 

significantly increased their power (A. Bar Hillel, R. 

Lerner, D. Levi, and G. Raz. Recent). Controlling 

the speed and steering of autonomous vehicles is 

crucial for perfecting motion planning. In addition to 

the inertial navigation system (INS), which uses 

gyroscopes and accelerometers to maintain a 

continuous record of the vehicle's position, these 

automobiles also use the Global Positioning System 

(GPS) to detect their locality (G. MILLER, 2017). 

Security and privacy are usually the most pressing 

concerns when it comes to computer systems. 

Autonomous vehicles are built on AI systems, which 

require an origin using the internet used for 

management and sharing of data as this is a 

compromised means that hackers may exploit. 

Process automation made possible by the 

introduction of AI has produced creative business 

solutions (I. Poola,2017). AI provides trustworthy 

and affordable solutions while reducing uncertainty 

in the judgment call process. Process automation has 

made it possible for smart algorithms to handle 

complex data, which has sped up decision-making in 

firms (M. Chowdhury et al., 2019) As environmental 

concerns increase, artificial intelligence (AI) has 

emerged as a provider of solutions to address climate 

change and water issues by modernising established 

industries and processes. These skills have assisted 

governments in creating sustainable cities that 

would help safeguard biodiversity and human well-

being. (C. Herweijer, 2018). 

II. LITERATURE REVIEW

Security is always the most pressing concerns when 

it comes to electronic systems. Autonomous 

vehicles are based on AI systems, which require a 

means of Internet for management and exchange of 

information, and it is a imperil medium that hackers 

could exploit. other crucial concern is terrorist 

action, where this driverless car platform can be 

used to provide a convenient location for them to 

carry out their suicide mission. Because these 

vehicles rely on GPS systems, anyone with access to 

them can use them for evil. Artificial intelligence 

plays a remarkable position in the underwriting 

process in the insurance industry (Dalal.,2017). 

Through the computerization of the underwriting 

process, it collects a large volume of data and then 

makes appropriate decisions and provides them to 

customers. (Belgavi,.2017).  A self-driving car must 

account for a massive number of possible road 

scenarios. When deciding whether or not to allow 

the use of autonomous vehicles, the possible dangers 

in both circumstances, namely, when AVs are 

employed versus regular automobiles, must be 

considered. (Dee Kanejiya.,2017).  Product 

execution may be linked to regulations. In this 

scenario, continued optimization is conditional on 

performance. Further use may be approved if it is 

determined that AI-based applications and services 

are safer than those that rely on humans. Its usage 

should be limited if it is shown to be a less secure 

until technical breakthroughs enable further 

development (G. MILLER,.2017). 

Regulations are necessary to guarantee people's 

safety, privacy, and other rights because AI 

applications have a significant impact on so many 

facets of daily life. If self-directed cars are to be 

allowed on the road and rail network or in the air, for 

instance, laws are necessary to protect wellbeing of 

people. (Umachandrani.,2017). A large variety of 

potential road conditions must be considered by a 

self-driving car. The dangers associated with using 

autonomous vehicles and those associated with 

using conventional vehicles must be considered 

while determining whether to permit their usage. 

Regulations and product performance may be 

related (Vempati,2016). Performance in this 

scenario will determine future use. The usage of AI 

in serious industries similar to the healthcare 

industry, where autonomous systems are anticipated 

to make suggestions for both diagnosis and 

treatment that may have an impact on a patient's 

improvement, requires regulations. Nowadays, 

people usually feel apprehensive about machines 

making such important decisions. A human doctor 

may need to be informed at first so that choices can 

be examined.  Regulations must be put in place to 

guarantee that applications are not biased in favour 

of one viewpoint. Biasing may be intentionally 

incorporated by the application's creator. The 

training data set can occasionally be used to 

incorporate it. The developer might not have done 

that on purpose (Mukul Anand Pathak,2016). 

The AI-based specialised automobiles may travel 

without any occupants, which is more considerate 

for those who are unable to drive or are unable to 

deal with driving owing to other issues. Although 

engineers are working hard to make it as precise as 

possible, this technology does not provide the 

performance that can be relied on to put it on the 

road. Google is pretty certain that these automobiles 

will be commercially available by the time. (Los 

Angeles Times,2014, May 28). 

The main objective of the survey, undertaken by 

Cisco, was to gauge public acceptance of these self-

driving cars. They conducted research that revealed 

that half of the world's consumers will soon trust 

these self-driving vehicles by including about 1500 

persons with long-term driving expertise from ten 

different countries. (Cisco., 2013). 

III. OBJECTIVE OF THE STUDY

To determine the variables that impact on AI 

automation services. 
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IV. RESEARCH METHODOLOGY

Using a structured questionnaire and unstructured 

conversations with the consumer, 500 data models 

were collected from Kolkata. Data was gathered 

from individuals of various age groups, gender, 

occupation, and income. Each constraint study for 

the survey was calculated using a five-point scale 

(from 1-strongly disagree, to 5-strongly agree). 

V. LIST OF TABLES

__________________ 

INSERT TABLE 1 

__________________ 

Kaiser-Meyer-Olkin (KMO) measures of 

selecting capability (which ranges from 0-1), the 

numbers which are close to 1 are observed to be 

finer, although 0.5 is measured to be the least 

necessity. The table above shows (Table 1), the 

KMO value is 0.890, which is more than 0.5 and 

therefore, factor analysis can be processed 

further. Likewise, Bartlett's Test of Sphericity 

shows how strongly the variables are related to 

one another. The significance of the Bartlett's 

Test of Sphericity may be observed in the table, 

where the significant value is less than 0.05. 

(0.000). When both tests are taken into account, 

they offer the minimal requirements that must be 

met before doing a factor analysis. 

__________________ 

INSERT TABLE 2 

__________________ 

Total Variance Explained table (Table 2), each 

factor expresses as a proper value, termed as 

eigenvalue, under the heading ‘Total’ of ‘Initial 

Eigenvalues’. Framework with an eigenvalue of 

more than one is measured for further study as 

they only signify actual value. 

The observation stats that Factor 1 (Privacy) 

consists for a variation of 8.603 that is 43.016% 

of the total variance(Table 2), likewise, Factor 2 

(Security) consists for a variance of 2.711 which 

is 13.557% of the total variance, Factor 3 (Smart 

Car) consists for a variation of 1.389 that is 

6.947% of the total variation, Factor 4 

(Innovation) consists for a variation of 1.007 

that is 5.034% of the total variation and as a 

result, the first four factors account for 68.554% 

of the total. 

__________________ 

INSERT TABLE 3 

__________________ 

H0: B1 = 0 

The null hypothesis indicates that there is no 

direct relationship between the Consumer’s 

satisfaction and the factors, “Privacy”, 

“Security”, “Smart Car”, “Innovation”. 

H1: B1! = 0 

The alternative hypothesis indicates that there is 

a relationship, positive or negative, among the 

Consumer’s satisfaction and the factors, 

“Privacy”, “Security”, “Smart Car”, 

“Innovation”. 

_________________ 

INSERT TABLE 4 

__________________ 

Model Summary expresses to what extent a 

regression model fits the data. In a model summary 

Ror, multiple correlation coefficients measure the 

quality of prediction of the dependent variable. In 

the above Table, R-square (Table 4) value is 0.732 

which indicates 73.2% of the total variation in the 

dependent variable, overall Consumer satisfaction 

can be explained by the independent variables,  

__________________ 

INSERT TABLE 5 

__________________ 

ANOVA table (Table 5), we can see that the 

regression model predicts the dependent variable 
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significantly well and its value is statistically 

significant as the p-value is less than 0.05 (that is 

0.000). Thus, H1 is rejected, whereas H0 is 

accepted. 

__________________ 

INSERT TABLE 6 

__________________ 

Consumers Satisfaction = 3.420*(constant) + 0.704 

Privacy + 0.342 Security + 0.334 Innovation + 

0.086 Smart Car  

The impact of the factor Privacy, Security and 

Innovation is found to be high towards Consumers 

Satisfaction with other significant influence. 

VI. CONCLUSION

This technology was given a new dimension by the 

Mercedes-Benz vision-guided autonomous 

automobile, which also provided new opportunities 

for study. In accordance with official reports, a 

significant number of partially and completely 

autonomous vehicles will be introduced by the year 

2020. The majority of cars on the road are expected 

to be driverless by 2035. Automobile manufacturers 

must make every effort to make their products as 

secure as they can because any mishap involving one 

of these cars might have a negative impact on the 

entire industry. But in fact, this technology may play 

a crucial role as a means of transportation for the 

general population and the military, in various 

search operations, and for reaching certain locations 

where human drivers would be at a higher danger. 

The advent of the autonomous car may result in a 

dramatic upheaval of the auto industry. Many 

companies are developing this technology to make it 

better and safer. However, efforts are being made so 

that even we may use these cars on different 

platforms, rough roads, and other locations. Since 

these autonomous vehicles need certain routes and 

areas, significant expenditures are being made in the 

United States to try and build a platform that will 

support them smoothly. It may take some time 

before people learn to trust and embrace this 

technology because it is still in its early stages. There 

are many security risks and concerns, but they are 

impermanent. 

REFERENCES 

[1]. Deshpande, Pawan. "Road Safety and Accident Prevention 

in India: A review." Int J Adv Engg Tech/Vol. V/Issue 

II/April- June 64 (2014): 68. 
[2]. R. Abduljabbar, H. Dia, S. Liyanage, S.A. Bagloee, 

Applications of Artificial intelligence in transport: an 

overview, Sustainability 11 (189) (2019), https://doi. 
org/10.3390/su11010189. 

[3]. Cranswick, Marc. Pontiac Firebird: The Auto-Biography. 

Veloce Publishing Ltd, IEEE 2013. 
[4]. Davis, Larry S., Daniel Dementhon, Ramesh Gajulapalli, 

Todd R. Kushner. 

[5]. Bar Hillel, R. Lerner, D. Levi, and G. Raz. Recent progress 
in road and lane detection: a survey. Machine Vision and 

Applications, IEEE Feb. 2012. 1 

[6]. G. MILLER, "Autonomous Cars Will Require a Totally 
New Kind of Map," Weird , [Online]. Available: 

https://www.wired.com/2014/12/nokia-hereautonomous-

car-maps/. [Accessed 15 11 2017] 

[7]. M. Chowdhury, A.W. Sadek, Advantages and limitations of 

artificial intelligence. Artificial Intelligence Applications to 
Critical Transportation Areas, 6-10, Transportation 

Research Board, Washington, United States, 2012. 

Retrieved October 24, 2019. 
[8]. C. Herweijer, 8 ways AI can Help Save the Planet, January 

24, World Economic Forum, 2018. Retrieved October 15, 

2019. 
[9]. Poola, How Artificial intelligence is impacting real life 

every day, Int. J. Adv. Res. Dev. 2 (10) (2017) 96–100. 

Retrieved October 12, 2019. 
[10]. Belgavi, Gandhi, and Kshirsagar. (2017). Fin Tech Trends 

Report – India 2017. PwC and Startup boot camp. Retrieved 

from 
https://www.pwc.in/assets/pdfs/publications/2017/FinTech

india-report-2017.pdf [3  

[11]. Dalal. (2017). 10 standout start-ups taking an AI leap in 
India. Live mint. Retrieved from: 

https://www.livemint.com/Leisure/u7M3e5ymwmGf6QRL

aXBoAJ/10-standout-startupstaking-an-AI-leap-in-
India.html [4] 

[12].  Dee Kanejiya. (2017). How AI will transform education in 

2017. Retrieved from: 

https://venturebeat.com/2017/02/04/how-ai-will-

transform-education-in-2017/ 

[13]. G. MILLER, "Autonomous Cars Will Require a Totally 
New Kind of Map," Weird , [Online]. Available: 

https://www.wired.com/2014/12/nokia-hereautonomous-

car-maps/. [Accessed 15 11 2017]. 
[14]. Umachandrani. (2017). How tech is making life easier for 

differently-abled. The Times of India. Retrieved from 

https://timesofndia.indiatimes.com/india/how-tech-is-
making-lifeeasier-for-differently-

abled/articleshow/61538902.cms  

[15]. Vempati, Shashi Shekhar. (2016). India and the Artificial 
Intelligence Revolution. Carnegie India.  

[16].   Mukul Anand Pathak, Kshitij Kamlakar, Shwetant 

Mohapatra, Prof. Uma Nagaraj, Development of Control 
Software For Stair Detection In A Mobile Robot Using 

Artificial Intelligence and Image Processing, International 

Journal of Computer Engineering and Technology, 7(3), 
2016, pp. 93–98. 

[17].  S. RinaMaiti and Dr. L. Mishra, GIS and Sensor Based 

Rain Water Harvesting with Artificial Intelligence System 
for Free Landsliding, International Journal of Civil 

Engineering and Technology, 9(6), 2018, pp. 54–66. 

[18]. Los Angeles Times. (2014, May 28). Look, Ma, no hands: 
Google to test 200 selfdriving cars. Available at: 

http://www.latimes.com/business/autos/la-figooglecar-
20140529-story.html 

[19]. Cisco. (2013). Cisco customer experience research, 

Automotive industry, Global data. Electronic copy available 
-at: https://ssrn.com/abstract=3167638 Electronic copy 

available at: https://ssrn.com/abstract=3167638 Available 

at: https://www.cisco.com/web/about/ac79/docs/cc 
er_report_manufacturing.pdf 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 37

https://www.pwc.in/assets/pdfs/publications/2017/FinTechindia-report-2017.pdf%20%5b3
https://www.pwc.in/assets/pdfs/publications/2017/FinTechindia-report-2017.pdf%20%5b3
https://www.livemint.com/Leisure/u7M3e5ymwmGf6QRLaXBoAJ/10-standout-startupstaking-an-AI-leap-in-India.html%20%5b4
https://www.livemint.com/Leisure/u7M3e5ymwmGf6QRLaXBoAJ/10-standout-startupstaking-an-AI-leap-in-India.html%20%5b4
https://www.livemint.com/Leisure/u7M3e5ymwmGf6QRLaXBoAJ/10-standout-startupstaking-an-AI-leap-in-India.html%20%5b4
http://www.latimes.com/business/autos/la-figooglecar-20140529-story.html
http://www.latimes.com/business/autos/la-figooglecar-20140529-story.html


LIST OF TABLES 

TABLE 1- KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy. 

.890 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 1951.202 

Df 190 

Sig. .000 

TABLE 2- Total Variance Explained 

Component Initial Eigenvalues Extraction Sums of Squared Loadings 

Total % of 

Variance 

Cumulative 

% 

Total % of 

Variance 

Cumulative 

% 

1 8.603 43.016 43.016 8.603 43.016 43.016 

2 2.711 13.557 56.573 2.711 13.557 56.573 

3 1.389 6.947 63.520 1.389 6.947 63.520 

4 1.007 5.034 68.554 1.007 5.034 68.554 

5 .801 4.003 72.556 

6 .757 3.787 76.343 

7 .620 3.102 79.446 

8 .584 2.922 82.368 

9 .528 2.642 85.010 

10 .480 2.401 87.411 

11 .407 2.036 89.448 

12 .373 1.864 91.311 

13 .305 1.524 92.835 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 38



14 .266 1.330 94.165 

15 .260 1.298 95.463 

16 .235 1.174 96.637 

17 .209 1.044 97.682 

18 .183 .913 98.595 

19 .147 .737 99.332 

20 .134 .668 100.000 

TABLE 3- Rotated Component Matrixa 

Component 

  Privacy Security Smart car Innovation 

The collection of personal data by AI in cars should only be done with the explicit 

consent of the driver. 

.787 

The use of AI in cars raises significant privacy concerns that must be addressed by car 

manufacturers. 

.776 

 AI in cars has the potential to improve road safety and reduce accidents, but it should 

not be at the cost of driver privacy. 

.742 

 Car manufacturers should be required by law to ensure that driver data collected by 

AI-powered cars is kept secure and confidential. 

.704 

 AI in cars should only be used for safety-related purposes, such as collision detection 

and avoidance, and not for marketing or surveillance purposes. 

.646 

Drivers should have the right to access and control the personal data collected by AI-

powered cars. 

.636 

Car manufacturers should be transparent about the data they collect from drivers and 

how that data is used and shared. 

.465 

The use of AI in cars should be limited to safety-related functions to minimize the risk 

of security breaches. 

.753 

Car manufacturers should be required by law to promptly notify drivers if their 

personal data is compromised in a security breach. 

.747 

Drivers should have the ability to control the access and sharing of personal data 

collected by AI-powered cars to minimize the risk of data breaches. 
.746 

The use of AI in cars should be subject to regular security audits and updates to 

address emerging threats. 

.732 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 39



The security of AI-powered cars should be a top priority for car manufacturers, with 

investments in research and development of new security technologies and techniques. 

.649 

Smart cars equipped with AI have the potential to revolutionize the automotive 

industry, but they also raise concerns about data privacy and security. 

.857 

Smart cars should be designed to work seamlessly with other connected devices, such 

as smartphones and home automation systems. 

.847 

Smart cars should be designed to adapt to changing road and traffic conditions, using 

AI algorithms to make real-time adjustments to their driving behaviour. 

.805 

Smart cars should be developed with a focus on sustainability, using advanced AI 

algorithms to optimize energy use and reduce environmental impact. 

.776 

The integration of AI technology in cars has significantly improved safety and 

efficiency on the road. 

.803 

The integration of AI technology in cars has made driving more enjoyable and less 

stressful for the driver. 

.780 

The integration of AI technology in cars has the potential to revolutionize 

transportation and make it more sustainable. 

.618 

The use of AI technology in cars has the potential to significantly reduce the number 

of accidents caused by human error. 

.558 

TABLE 4- Model Summary 

Model R R Square Adjusted R 

Square 

Std. Error of 

the Estimate 

1 .855a .732 .724 .6029 

TABLE 5- ANOVAa 

Model Sum of 

Squares 

df Mean 

Square 

F Sig. 

1 

Regression 143.841 4 35.960 98.943 .000b 

Residual 52.699 145 .363 

Total 196.540 149 
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TABLE 6- Coefficientsa 

Model Unstandardized 

Coefficients 

Standardized 

Coefficients 

t Sig. 

B Std. Error Beta 

1 

(Constant) 3.420 .049 69.479 .000 

Privacy .809 .049 .704 16.380 .000 

Security .393 .049 .342 7.949 .000 

Smart Car .099 .049 .086 1.996 .048 

Innovation .384 .049 .334 7.766 .000 
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Abstract - In the past few decades, voting systems over the 

world have seen radical changes from a more 

conventional paper-ballot, the problems like manually 

counting votes led us to EVM (e-voting systems) methods 

whereby votes are immediately written directly to the 

computer storage, however, these systems are prone to 

hackers like any regular computer system, although tight 

physical security is maintained for the machines still it 

raises concerns for ballot integrity. 

Our project focuses on building an architecture for an 

Internet-based voting system that uses two distinct 

blockchains each with its own transaction and a 

consensus method that tries to follow the principles of 

Confidentiality, Integrity, and Transparency. 

Keywords: Blockchain, Internet Voting, Consensus 

Algorithm 

I. INTRODUCTION

India is a democratic country [1], and voting and election are 

the fundamental pillars of modern democracy [2]. In the last 

few decades, election methods have improved from manual 

counting of paper ballots to moderately quicker and easier e-

voting machines where the votes are stored and counted 

directly in the computer memory. 

Several new and improved versions of these methods are 

introduced. One such method is casting the votes on paper 

and then scanning and processing them electronically. In 

India, the e-voting system named VVPAT set has 3 different 

components one of which is called the election officer’s 

machine and the rest two are voter’s machine, the voter visits 

and verifies himself/herself as an eligible voter of the area 

and then goes at the polling area, while the election officer 

presses a button from his side for the voter’s side machine to 

register one and only one vote, and then the voter cast his/her 

vote to his/her choice of candidate and the second machine 

confirms the vote by displaying the registered vote on a 

paper-slip for a short amount of time and then keeping that 

for redundancy [5]. 

Any form of voting that occurs in a specially determined 

physical location which is known as an election booth or a 

polling station and uses Electronic Voting Machines(EVMs) 

could be considered e-voting[3]. The election booth is a 

dedicated location (Usually a govt. aided school or some 

govt. building), where the voter must visit specifically to cast 

their votes. The election booth is heavily guarded and the 

physical security of the ballot is maintained. I-voting or 

Internet voting is a variant of e-voting, which involves 

conducting the whole process of election online[4]. I-voting 

systems take place in networks that are not under the 

supervision of a voting authority. According to Park, Specter, 

Narula, and Rivest, any online voting system is at risk of 

cataclysmic failures by using massive tough-to-detect, easy-

to-execute attacks which would be impossible for physical 

ballot systems[5]. 

Concerns have been raised about the use of VVPAT EVMs 

regarding their security and safety [6], still, the e-voting 

system goes on to grow in popularity. A problem with using 

EVMs is the possibility of tampering with the electronic 

machines which are used for recording and tallying votes. For 

these reasons, many people are technology-phobic. 

To address this issue of public distrust, the Election 

Commission of India (ECI), has introduced a Voter 

Verifiable Paper based Audit Trail (VVPAT) machine. This 

machine prints the preferred candidate of the voter with its 

party’s logo and displays that through a transparent screen for 

a short period for the voter to verify, if the vote is correct then 

that paper is dropped inside the ballot. Another approach 

suggests optical scan machines, where votes are cast by 

filling out forms, in both methods, the data redundancy is 

maintained by the paper-based audit trial. 

The key issues for an online voting mechanism during an 

election are security and privacy. that’s why it appears that 

implementing a secure I-Voting system is another utility of 

cryptography and network security. 

Rivest and Stark pointed out in 2017 that every voting system 

should output accurate election results and convince the 

opposing candidates and their supporters that they lost the 

election fairly and squarely using sufficient proof [7]. 

Computing systems are not exempt from adhering to tight 

guidelines when it comes to vote-counting systems. The EU 

Council mandates that there must be authentication, voter’s 

anonymity and equal rights, integrity, and overall election 

fairness[8]. 

Voters must be uniquely identified, and ineligible or illegible 

votes must be excluded under the authentication requirement. 

The equal voting rights demand all eligible voters must have 

the opportunity of voting equal numbers of votes and each 

valid vote must be counted in the election result. A voter’s 

identity must not be associated with the ballot and it must 

remain anonymous. It is important to design the system in a 

way that voters will not be influenced by it. Moreover, the 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 42



system must warn if the voter is going to commit an invalid 

vote [9]. 

The main goal of this research is to propose a decentralized, 

dual blockchain-based secure internet voting system for 

democratic elections which provides an extra layer of 

transparency, confidentiality, and integrity. 

II. ASSUMPTIONS, OBJECTIVES AND THE

VOTING PROCESS 

A. Assumptions: To establish our proposals, we made

several assumptions, as shown in table 2.1. The first is that

we assume that there is a system for determining all eligible

voter’s eligibility and identifying them

Table 2.1: Key Assumptions 

ASSUMPTION 1 Voters must be distinctly identified 

ASSUMPTION 2 There is a clear way to determine 

voters’ eligibility 

ASSUMPTION 3 The Voting setup ensures only 

correct votes are cast 

ASSUMPTION 4 Voting networks are secure 

ASSUMPTION 5 The message-broadcasting system 

is reliable and tamper-proof 

Again, there needs to be a secure and trustworthy 

broadcasting system that can be used. 

Moreover, our research will be limited to identifying the 

infrastructure and back-end architecture of a distributed 

system. we consider that the devices, networks and 

applications voters use are secure and tamper-proof. 

Based on these assumptions, more architectural goals were 

formulated, as identified in table 2.2. 

B. Objectives: Our objective for this project is mapped out

in table 2.2, first, we need to design an infrastructure that

makes sure the transparency and accountability of the votes

cast, by maintaining a distributed and inflexible audit trail of

all transactions that take place. The audit trail may be

considered too made public by the election commission

authority.

The second objective must assure equal voting rights, which 

ensures that the system must not allow anyone to cast more 

votes than they are eligible for, while not compromising voter 

secrecy. 

Table 2.2: Architecture objectives. 

The third and last objective is to maintain the integrity of the 

votes, i.e., once a vote is recorded, it cannot be changed 

without being detected and any altered votes are discarded in 

the final tally. 

Naturally, Blockchain technology is the best and most apt 

candidate for this process because of its transparency, 

immutability, and distributed nature. In essence, blockchain 

enables to create of security logs and rights of transactions or 

digital assets [10]. 

Agbesi and Asante describe a system backboned by 

blockchain which supported elections in Africa [11], Biggs 

studied the case of Sierra Leone for a blockchain-based 

election system held in March 2018 [12]. Vijayalakshmi and 

Vimal analysed systems to keep voters’ secrecy and 

anonymity [13]. Jambhulkar et al. described a secure way of 

online voting using multiple encryptions[31]. 

It is crucial to closely invigilate the behaviour of the election 

procedure to spot any indication of fraud, clogging or 

failures. It is vital to establish a robust audit record that 

captures when a connected device is inserted, removed, or 

accessed. Moreover, recording useful logs, it is compulsory 

to make sure that the logs are not tampered with, to ensure 

trustworthy auditing through data source methods [14]. 

The EVM and the VVPAT systems are vulnerable to external 

manipulation if not taken care of. After the voters cast their 

votes it is the election officers collect the ballots and seal 

them for transporting them to a more centralized location for 

counting, this provides an opportunity for manipulating the 

ballot between the transfer to the centralized locations. 

Similar cases happened during the elections in Assam where 

an EVM was found in the back of a candidate’s car, and the 

EC must order a suspension of votes and a repoll was ordered 

[15][16]. With our goal of ensuring voter anonymity while 

demonstrating visibility and transparency, We aim to 

eliminate the need for this. Finally, this will reduce the 

opportunity for vote transparency and boost voters’ 

confidence. We have analysed several ideas and their 

implementation of a system backboned using blockchain 

technology. 

“Voatz”, a mobile platform is an example of a block-chain 

based voting system that enables distant users in elections 

such as military members or people with impairments[17]. 
Tracking ballots in a blockchain allows for an audit trail but 

also enables several risks, including voter coercion or 

intimidation, due to the ability to vote remotely. Additionally, 

this system may benefit from the decentralized nature of 

blockchain. 

Other examples study the use of voting servers on the internet 

by using the Bitcoin Blockchain to record the votes [18][19]. 

Even though Bitcoin has developed a reputation for 

dependability, carrying out “validation of vote” transactions 

on a publicly accessible network might draw malicious users 

C. The voting process: The prime contribution of our work

is the use of two independent and isolated blockchains and

transaction types to ensure voter anonymity.

Various stages can be identified during an election. Hardwick

et al. recognize four of these stages (Initialization,

Preparation, Voting, and Counting) [20].

OBJECTIVE 1 Transparency is required in the voting 

process 

OBJECTIVE 2 An immutable audit trail should be 

maintained in the voting process 

OBJECTIVE 3 Voters must get equal voting rights 

OBJECTIVE 4 Voters’ anonymity must be maintained 

OBJECTIVE 5 Voters’ integrity must be assured 
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Fig 2.1: Stages in the voting method. 

A similar model has been used in this report, as shown in 

figure 2.1. Stage 1 is called the setup stage, during which the 

framework is made for the next stages. Since this stage is out 

of our scope, we will not discuss it in detail. The setup 

involves the preparation of mobile, tablet, or PC applications, 

and generating cryptographic key pairs by the EC, an 

infrastructure of public-private keys then verifies and records 

those keys. And the next stage i.e., the voter’s registration 

stage begins. 

In the registration stage, the legal and eligible voters and their 

election candidates are identified, this stage is also out of the 

scope of our study and we assume takes place via a reliable 

external process. This stage has a start time and a predeclared 

deadline for voter registration. There are three conditions to 

be fulfilled before authorizing the voters to cast their votes 

i.e., they have been approved by the EC, have been added to

the voter roll, and did not use up their allotted no. of votes

yet.

The registration stage must fully be finished before 

commencing the next stage which is the vote-casting stage. 

Once the polling period starts the voters are first asked to 

identify themselves using some online methods, and that are 

used to cross-reference their identities from the voter’s roll, 

we do not impose any specific process to do so. As soon as 

the identification of the voter is verified a “claim ticket” is 

issued to them. Upon collection of the “claim ticket,” the 

voter records are updated so that all the voters have equal 

rights to vote. The “claim ticket” proves someone’s eligibility 

a vote without revealing their identity, therefore it does not 

contain any information about the identity of the voter thus 

maintaining the anonymity of the voter, thus an individual 

must be issued a valid claim ticket before they can cast their 

vote. 

If the claim ticket is valid the voter is presented with a list of 

candidates along with an option “none of the above (NOTA)” 

where the voter determines their favourite candidate to vote 

and that is get recorded. 

Finally, the results are tabulated immediately following the 

completion of voting and the results are published. 

III. ARCHITECTURAL DESIGN

A. Architectural Design for the Blockchain-based voting

system: Our proposal consists of the use of two separate

blockchains to maintain voters’ secrecy. Such proposals are

inclined with the architecture suggested by, Leune et al., and

Barnes et al., who explains the use of dual blockchains in

elections[9][18], a research article by Liang, Lei, Fan, and

Cai, who suggests the use of two separated blockchains for

copyright and IP registration[21] or the proposal by Saifee S.,

Kothari S., who apply the same idea of dual blockchain to

solve security issues in electronic health records [22]. As 

demonstrated by Lightman et al.’s Dual-chain Network 

Architecture (DNA) whitepaper, we will not be using the 

concepts of parallel blockchain to enhance performance. [23]. 

According to Liang et al., copyright data is divided into two 

blockchains: one is publicly accessible which contains all the 

public data, while the other blockchain private data contains 

private information with restricted access. This proposal was 

made to separate the public and private data [21]. Since both 

blockchains referred to the same subjects, coordination 

between them was not a concern. However, in an election 

scenario, no identifiable reference could be kept between the 

blockchains to ensure voter anonymity. So extra steps are to 

be taken to keep the chain always synchronized. 

As illustrated in figure 3.2, the way the voter data is stored in 

the private blockchain, and the ballot data (Votes cast by 

voters) is recorded in the ballot blockchain. Voters validate 

themselves through the verification process by sending a 

claim-messages, while the ballot blockchain is updated 

when the vote-recording process is sending cast-message. 

Figure 3.3 shows a flowchart showing the complete system 

briefly. 

In a voting scenario, it is favourable to assume a blockchain 

as a tangible entity, each device connected to the network can 

act as a peer node that supports a general opinion or 

consensus about the condition of the blockchain. A 

distributed infrastructure cannot be maintained without a 

consensus protocol, as no single node is a centralized source, 

all node must be connected to a reliable messaging channel 

that can convey a directed message. Those channels can be 

encrypted multiple times like  

The voter blockchain stores the voters who already have a 

ballot claim ticket by authenticating it from the voter 

registration database. In Figure 3.4, we illustrate how the 

voting device publishes a claim-transaction to all nodes in 

the voter blockchain as a ballot claim ticket is generated. 

We derive a similar idea suggested by Kirby et al. in 

Votebook, that the credibility of the election comes from a 

recognised election authority (EC in the case of India), which 

maintains the voting infrastructure. The EC develops and 

maintains Public-Key Infrastructure (PKI), which underpins 

every blockchain. Ahead of the election, each supporting 

device registers its public key with the PKI to generate an 

asymmetric cryptographic key pair. 

The voting device which identified the voter creates a 

claim-transaction adds an identifier of the voter, and a 

digital signature of the voter. Once the voter has claimed their 

ballot ticket, the transactions decrease the number of eligible 

voters. During a consensus round, every node saves, 

broadcasts, and syncs them to the following blockchain 

block. 

The ballot claim ticket allows the voters to cast votes on a 

candidate. A ballot claim ticket is issued after it verifies a 

voter, and it will broadcast a transaction regarding the same. 

The ballot claim ticket contains a randomly generated nonce 

token to avoid the reuse of the same ticket and a digital 

signature of the election authority. To protect the identity and 

maintain the anonymity of the voters, the claim ticket itself 
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does not contain any identifying/private information nor does 

it have any part of the claim broadcasts. 

After claiming a ticket, the voter is presented with a list of 

candidates, where the voter selects their choice of candidate 

using the ballot ticket. After confirming the casted vote, the 

ticket is marked as void and could not be used again. The 

voting device will then broadcast cast-transaction to all the 

participating groups of nodes in the ballot blockchain. The 

cast-transaction contains the ballot claim ticket and the vote 

cast by the voter. The transactions are digitally signed. 

B. Consensus Algorithm: Each node participating in

blockchains creating transactions, needs to regularly sync

these transactions to the blockchains to accomplish consensus

for the next block. We decided to exclude PoW (Proof-of-

Work) as an option to develop the consensus algorithm, as

We felt that the integrity of voting should not fall under the

shoulders of incentivizing unknown users. This idea conflicts

with the e-voting proposals that perform consensus on

Bitcoins [18][25]. Moreover, Bitcoin started as a very

decentralized network, but over time and with the sudden

growth in popularity, it has grown increasingly centralised in

the control of major mining firms[26].

The algorithm presented in this proposal is inspired by

“Practical Byzantine Fault Tolerance (PBFT)” and is capable

to attain consensus despite 1/3rd of the total being Byzantine

Faults [27][28]. Byzantine Fault

In this model, as previously mentioned, since we consider 

that the network infrastructure to be robust, Byzantine 

failures may only affect individual nodes. PBFT is a compute 

expensive protocol for reaching a consensus, therefore 

considering the “Ripple Protocol Consensus Algorithm 

(RCPA)” [29], which drastically lowers the volume of 

communication by utilizing overlapping subdivision of nodes 

that take part in consensus, thereby lowering its Byzantine 

Faults to approximately 20% which is a more reliable 

solution. 

The PBFT algorithm in general is expensive, the increase in 

the number of malicious actors also increases the complexity 

of the algorithm, moreover, the users send a request to the 

primary nodes, which then communicate it to every 

secondary node in the network, and the user waits until a 

certain number of secondary nodes answer to the request 

before marking their requests as complete. In addition, the 

nodes need to first coordinate whether to validate the received 

request or not and the order in which it should be executed 

relative to other requests. This is done via repeated rounds of 

communication for each request, thus resulting in increased 

computational costs. Moreover, in PBFT, clients are expected 

to complete the previous transactions before initiating a new 

one. 

The proposed architecture removes the requirement that only 

one node to carry full responsibility by decentralizing all 

transactions on a blockchain network. Transactions or 

requests on the voting devices are entered and are synced to 

the blockchain periodically, therefore, the requests can be 

pipelined in such a way that the next block transaction can 

start right after the last block has been broadcasted. 

The algorithm is briefly summarized in figure 3.1. 

The proposed design is identical to “Vote book's” time-based 

innovation [24]. But rather than only one node broadcasting 

its transaction at a certain time, this algorithm synchronizes 

their transactions to all the nodes during each round. As a 

result, the duration of uncommitted transactions is shorter and 

reduces the risk of missing transactions because of Denial-of-

Service (DoS) attacks 

Assuming that the nodes will get alerted if they don't get 

transaction notifications if they're part of a secure network 

with the directed broadcast. As another proposal, all nodes 

must be time-synced so that the consensus round occurs in 

planned intervals and the time is precise. 

The consensus algorithm is triggered when each node casts 

its ongoing block-hash and the collection of candidates. 

Figure 3.1: Generalised Consensus Algorithm

Figure 3.2: Proposed architecture 

Figure 3.3: Simplified flowchart showing the proposed 

architecture of the system 
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Figure 3.4: Transactions on the blockchain 

The node initially looks for consensus on the block hash to 

flag any potential issues with node synchronisation. Each 

node then concurs with the agreement on the status of the 

blockchain and actively participates in the development of 

consensus by validating the aggregate list of transactions. 

Nodes that dispute with the majority’s assessment of the 

status of the blockchain are quarantined and re-assessed by 

the election authorities and then re-synchronized with the 

network to allow them further in the consensus-building. 

The validity of the transactions is checked by several 

cryptography checks. Validating transactions on the voter 

blockchain requires voters in voter’s database and has 

sufficient ballot claim tickets left to cast a vote, if any conflict 

arises (i.e., the same claim-ticket was used twice), then the 

algorithm handles it by choosing the earlier transaction and 

marks the later for inspection. 

A single message will be sent to the other nodes in the 

network informing them of all pending transactions and their 

conclusions. All the nodes will accumulate the results and 

commit all transactions that receive a minimum number of 

approvals in the next block on the blockchain, and they can 

flag a malicious node and exclude it from the consensus. 

The block hash for a new block is produced by calculating a 

single hash value on the hash of the previous block combined 

with all the transactions that exceeded the threshold for 

acceptance. Once the consensus protocol finishes the current 

block, it creates a new block and loads it with the new hash. 

The process then starts again. 

IV. EXPERIMENTS AND OBSERVATIONS

We built a software prototype based of Leune et al[9] of the 

discussed architecture to assure that the consensus algorithm 

can be fully analysed and understood to achieve full 

transparency, the prototype software is built using Python 

3.10 programming language, with the addition of a few 

ready-to-available open-source Python libraries. 

Python libraries are used to add digital signatures to the 

transaction and logging so that the developers can see how 

well the prototype can handle unforeseen events not 

excluding intentionally harmful behaviour, the software can 

run not only a user-interactive election but also a simulation 

with an arrangeable voters’ database and ballot arrangement. 

We simulated several scenarios to check whether the 

prototype functions properly both when the conditions are 

favourable as well as when there is a malfunction. We have 

also associated each scenario with a description, justification 

on how they are relevant, expected outcomes, and actual 

results. 

The summary of these simulations is tabulated in table 4.1. 

Scenario 1 acts as a control simulation, where the system 

works as intended under predictable circumstances. 

Scenarios 2 to 4 analyse circumstances where the prototype 

itself is not in jeopardy but, The voters are trying to tamper 

with the election's integrity. Lastly, Scenarios 5-7 assume the 

existence of an active adversary on the network of nodes. 

A Proof-of-Concept has been provided with each scenario 

and can be run in the software prototype as a simulation. 

Scenario 1 involves 100 registered voters successfully 

authenticating and casting their votes. The election is 

composed of two election candidates. To test the normal 

scene, 60% of the votes will be cast for candidate 1, while the 

rest 40% will be cast for Candidate 2. The expectation was to 

see this division of votes accurately in the final tally. The 

actual outcome matched our expectations. 

The voter’s identity is fetched and verified from a trustable 

authentic source (like the Aadhar database), which if 

successfully verified the voter’s device generates a private 

key in the PKI infrastructure, thus removing any bad actors 

from the network 

The system ensures that voters only can cast their votes for 

the listed candidates, a valid voter tries to cast a vote for a 

candidate which is not listed. For this to work, the voter must 

have a process to bypass the user interface of the software 

system of the device. But the consensus algorithm will, 

however, detect this anomaly and will render this vote invalid 

and will not be committed to a new block in the ballot 

blockchain. Thus, ensuring voting integrity. 

Table 4.1: Proof-of-Concept Testing Scenarios 

‘Scenario’ Description Purpose 

Scenario 

1’ 

Valid voting by valid 

voters 

Control 

Scenario 

2’ 

Attempting to cast votes 

by an unknown voter 

Voter Fraud 

Scenario 

3’ 

Valid voters attempting to 

cast extra votes 

Voter Fraud 

Scenario 

4’ 

Valid voters attempting to 

cast invalid votes 

Voter Fraud 

Scenario 

5’ 

Nodes broadcasting invalid 

transaction 

Infrastructure 

attack 

Scenario 

6’ 

Adversarial node creating 

invalid claim ticket 

Infrastructure 

attack 

Scenario 

7 

Adversarial node not 

participating in consensus 

round 

Infrastructure 

attack 

Adversarial nodes are presumed to be capable of 

broadcasting transactions through voting devices. Authentic 

transactions, however, must be submitted for consideration 

when adding transactions to a new block. It is possible to 
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falsify or invalidate a transaction in many ways. For example, 

if the digital signature is incomplete or corrupted, the 

participating nodes must reject unsigned transactions 

immediately without further inspection. Similarly, a vote-

casting transaction is invalid for all receiving nodes 

without a proper ballot-claim ticket, and it is flagged as 

an invalid transaction during a consensus round by the 

consensus protocol. 

Table 4.1 illustrates all the scenarios in the Proof-of-Concept, 

which can be accessed online [30]. 

The control scenario is where everything goes as expected, as 

well as providing the base from which all other scenarios are 

built. The main.py file is the point of entry into the 

program. Scenarios 2 & 3 only need specific parameters for 

executing, the simulation_map dictionary defines this 

scenario. In the adversery.py file, scenarios 4-7 are 

described by dominating specific methods in the base. In 

Scenario 4, an invalid ballot voting computer is introduced in 

the class “get_ballot() -method” by an inherited class 

“InvalidBallotVotingComputer” 

Similarly, Scenario 5 is implemented by overriding the 

“sign_message() – method” using the 

“UnrecognizedVoterAuthenticationBooth” 

class. By defining adversarial behaviour that dominates the 

correct methods. 

V. CONCLUSIONS

The objective of our study was to determine how an online 

voting system might enhance the openness and reliability of 

the electoral process without compromising ballot security. 

Specifically, to ascertain if it is feasible to design and 

construct a system that produces an immutable audit record 

of the vote, ensures voter anonymity, ensures the process's 

integrity, and is transparent.. 

To do so, we proposed a dual blockchain architecture and a 

consensus algorithm that would provide election integrity 

while maintaining voter secrecy, we demonstrate that by 

using a Proof-of-Concept, all the design goals were met. 

In the course of doing this study, we created a blockchain-

based system that enables voters to cast ballots using internet-

connected voting equipment. We suggested using two 

separate blockchains. 

This research paper proposes a consensus algorithm for a 

blockchain that provides fair voting rights and accurate vote 

tallying by the EC.; however, while designing this system, 

various assumptions were made. The presumptions were that 

it would be possible to identify each voter individually and 

establish whether they were eligible to cast a ballot.. The 

practical implementation of our proposal needs the 

availability of tamperproof user devices. We also assumed 

the availability of a secure and reliable broadcasting network 

to which all voting devices (nodes) are connected, the PKI 

infrastructure which relies on trust, and the assumption that 

the malicious actors are unaware of the private keys. Despite 

these assumptions, our proposed system assures that only 

authorized voters can cast valid votes (i.e., by choosing 

candidates, only choosing as many times as permitted to), 

maintains voters’ anonymity, create an audit trail that is 

immutable, and prevents votes from being lost. 

The proposed architecture provides several advantages over 

the older VVPAT method. As a result of using blockchain 

technology, there is an immutable audit trail that can be used 

to detect anomalies from the voting stage onward. Although 

blockchain technology is the panacea to all election-related 

issues, it can address various of them. 

In particular, we suggest to use separate blockchains to ensure 

voter anonymity as a part of the overall system’s architecture. 

Our proposal employs the idea of the consensus algorithm 

and a dual blockchain architecture. In our proposal, we show 

that a dual-chain design is advantageous for maintaining 

voter anonymity as well as efficiency. This approach 

minimizes the amount of time that transactions remain 

uncommitted and mitigates transaction loss due to technical 

failure of DoS conditions.
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Abstract — Human resource management in airlines is a 

crucial aspect of ensuring the success of an airline. It involves 

the strategic planning, recruitment, training, and development 

of employees who work in the airline industry. The airline 

industry is highly competitive, so having a highly skilled and 

motivated workforce is critical to achieving success. Due to the 

sudden peak in the aviation industry, especially post-COVID-19 

restrictions lift-off, the industry encounters heavy demand for 

air travel among people. It is mainly due to an increase in 

tourism requirements as well as business requirements. High 

aircraft serviceability is needed to cater to such demand, which 

could only be achieved by minimizing the turnaround time of 

aircraft maintenance. A sudden increase in flying demand 

caused a lot of pressure on organizations to burn more man-

hours. However, such peak-pressure situations cause increased 

stress on the workforce, which may adversely impact their 

performance and result in increased turnaround time and high 

maintenance costs. This research paper will highlight some 

critical variables which are significant for the workforce and 

must be considered during human resource management. 

Keywords - Aircraft Maintenance Management; 

Organizational Behaviour; Human Resource Management; 

Aircraft Maintenance Engineering; Airlines Management; 

Airlines Management; People Management; MRO Management.  

I. INTRODUCTION 

The aircraft maintenance industry is the backbone of the 

aviation service industry. All the airlines worldwide heavily 

depend on aircraft maintenance services, which are essential 

to achieve high serviceability and durability of an aircraft so 

profit can be maximized. However, other factors also matter 

in reducing the cost, but aircraft maintenance drives the 

highest number [4]. Therefore, to ensure aircraft maintenance 

cost is at its lowest, it is highly advised by the aircraft 

manufacturer to ensure maintenance advised by original 

equipment manufacturers (OEM) is complied with as per the 

maintenance schedule mentioned in the aircraft maintenance 

program (AMP) [1] [25]. The list of such tasks and their 

frequency is mainly driven by maintenance planning 

documents (MPD) provided by aircraft manufacturers and 

other sources. These additional sources are requirements from 

the aviation regulatory authority where the aircraft is 

registered or being operated, requirements from airlines due 

to operational experience, and recommendations from other 

aviation regulations [21]. Such complexity of requirements 

and their execution requires intensive human interaction, 

control, and supervision, which is yet to be replaced by 

automation [5]. In the involvement of the highest level of 

safety standards and airworthiness requirements, the 

workforce must be dedicated and free from all types of 

distractions. Therefore, it falls on the organizational 

leadership’s shoulders to ensure the ecosystem within the 

organization is employee friendly, taking care of ethical and 

professional aspects, which are aligned with the vision and 

mission of the organization. 

A. Objective

The main objective of this research paper is to highlight

the significance of human resource management in the aircraft 

maintenance organizational setup and to analyse impact of it. 

This research will explain role of human resource 

management within aircraft maintenance environment within 

the airlines industry and critical aspects of it from people 

management perspective. 

B. Need of Study

It is ubiquitous to refer to aircraft maintenance as a single

entity without knowing the required complexity and variety of 

work [6]. In such a case, it is imperative to highlight the 

significance of aircraft maintenance, its types, and the 

importance of human resource management within airlines 

industry. This research is focused on highlighting the variables 

affecting human performance from human resource 

management perspective and adversely affecting turnaround 

of aircraft maintenance. This paper is also focused on 

providing familiarization to scholars about the aircraft 

maintenance process. 
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C. Scope of Study

This study is driven by an intensive review of published

research papers, aviation regulators’ official documents 

available in the public domain, aviation magazines from the 

well-renowned publisher, and one-on-one discussions with 

aviation industry professionals. This paper primarily focused 

on the role of human resource management in reducing 

aircraft maintenance turnaround time. 

D. Limitation

This research paper focuses on significance of human

resource management in the aircraft maintenance environment 

within the aviation industry. 

E. Background of Study

Airlines industry mainly have two types of aircraft

maintenance capabilities defined based on maintenance work 

scopes and resource requirements, which are line maintenance 

and base maintenance (refer to figure 1) [9] [23]. 

 

Line maintenance is primarily light in nature and takes 

care of minor inspections, line replaceable unit (LRU) 

replacements, and basic troubleshooting of defects. On the 

other hand, base maintenance takes all the major load related 

to aircraft maintenance. It has the capability to perform all the 

major maintenance of aircraft, which can be expressed but not 

limited to C-Check, modification, structural repair work, 

major assemblies’ replacement, service bulletin (SB), 

airworthiness directive (AD), extensive troubleshooting of 

defects, aircraft stripping, and others [10] [18]. Base 

maintenance requires many resources, such as humans, 

workspace, materials, tools, and procedures [11]. These 

requirements increase with aircraft type and fleet size. For 

example, base maintenance activities are extensively massive 

for Boeing B787 compared to Boeing B737, and it may rise 

further if the aircraft is Airbus A380 [26]. The large body size 

of the aircraft causes a higher number of structural inspections 

and repair work—for example, twin-aisle and double-decker 

aircraft [14]. Additionally, base maintenance activities also 

get affected by the types of cabins, the size of the cabin, and 

the number of seats within the aircraft, because it will also 

increase cabin-related maintenance work. Airlines may have 

3 class cabins or 2 class cabins, or only economy 

configuration, which is directly proportional to the workload 

of the base maintenance. Boeing B777, which has around 3 

million parts installed on it, is supplied by 5000 vendors 

around the world, not all, but some will require maintenance 

or replacement at some point during the aircraft's life cycle 

[15]. All maintenance in aircraft is classified as scheduled or 

unscheduled [9] [19]. Scheduled maintenance is mandatory 

work prescribed by aircraft manufacturer and approved by 

aviation regulators [13] [20]. Unscheduled maintenance arises 

due to defects or findings, which are rectified to restore 

airworthiness. 

 

Both scheduled and unscheduled maintenance 

requirements are included within the base maintenance work 

scope and make base maintenance very exhaustive [8] [12]. 

To ensure the timely execution of the assigned work scope, 

close collaboration with multiple internal and external 

stakeholders is imperative [11] [12]. This research paper aims 

to highlight the significance of base maintenance activities 

and how they work. 

II. LITERATURE REVIEW

The previous researcher has observed vital areas in 

developing a sustainable and employ-friendly ecosystem 

within aviation industry. Primarily these are five areas which 

have significant impact within aircraft maintenance 

environment. 

Figure 3 – Five Primary Areas Affecting Maintenance Turnaround Time 

Through following paragraph researcher will elaborate all 
above-mentioned five areas in details. 

Maintenance 
Capabilities

Line Maintenance Base Maintenance

Aircraft 
Maintenance

Scheduled 
Maintenance

Unscheduled 
Maintenance

Figure 1 - Types of Maintenance Capabilities 

Figure 2 - Types of Aircraft Maintenance 
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A. Active Involvement of Organizational Leadership Team

Previous researchers have highlighted the significance of
the active involvement of the leadership team in day-to-day 
activities, which helps make an ecosystem to boost the 
workforce's morale [33]. It also minimizes communication 
gaps between the workforce and the leaders so that a healthy 
environment is maintained, which will help convey precise 
requirements of management to the employees and vice a 
versa [30]. Following such practices can avoid most of the 
issues, which may lead to a bigger problem, if not addressed 
timely. Leadership team involvement within aircraft 
maintenance organizations is crucial for ensuring operations' 
safety, quality, and efficiency. A leadership team consists of 
managers, supervisors, senior licensed aircraft engineers, and 
planning engineers responsible for planning, coordinating, 
and overseeing the maintenance activities on the aircraft [27]. 
Leadership team involvement can enhance communication, 
collaboration, and problem-solving among maintenance 
personnel and foster a culture of continuous improvement and 
learning [29]. It improves situation awareness and decision-
making by monitoring the status of maintenance tasks, 
identifying potential risks and issues, and providing timely 
feedback and guidance to their subordinates. They can also 
facilitate information sharing and coordination among 
different teams or departments involved in aircraft 
maintenance activities. Leadership teams actively set clear 
goals and expectations for their subordinates, provide 
recognition and rewards for good performance, and address 
performance gaps or conflicts. They can also create a positive 
work environment encouraging teamwork, trust, and mutual 
respect among maintenance personnel. Additionally, 
leadership teams can assess the training needs of their 
subordinates, design and implement effective training 
programs, and evaluate the training outcomes [7]. They can 
also promote a learning culture that supports knowledge 
acquisition and transfer among maintenance personnel. 
Leadership team involvement requires specific skills and 
competencies from the leaders to achieve these benefits. Some 
of these skills are communication skills, teamwork skills, 
problem-solving skills, critical thinking, creativity, and 
innovation [32]. Leadership team involvement within an 
aircraft maintenance organization is not a one-time event but 
an ongoing process that requires constant monitoring, 
evaluation, and improvement. Leaders should regularly 
review their team's performance, identify strengths and 
weaknesses, and take action to enhance their effectiveness. 
They should also seek feedback from their subordinates, 
peers, and superiors on improving their leadership skills and 
competencies [33]. It is a critical factor for achieving 
organizational goals and objectives related to safety, quality, 
and aircraft maintenance turnaround time reduction. By 
involving themselves actively in routine maintenance 
activities, leaders can demonstrate their commitment, 
accountability, and professionalism to their subordinates, 
peers, superiors, and customers. 

B. Allocation of Sufficient Manpower

Allocation of sufficient human resources in aircraft
maintenance is crucial for ensuring flight safety, operational 
efficiency, and cost-effectiveness. Aircraft maintenance 
involves various tasks requiring different skills, qualifications, 
and experience [22]. These tasks can be classified into regular 
checks (including A-Checks and C-Check), performed 
periodically according to the approved aircraft maintenance 
program (AMP), and short-term layover maintenance (pre-

flight, post-flight, through-flight, daily inspections, weekly 
inspection, interim check, service checks, and similar checks), 
performed before or after flight according to the aircraft type, 
condition, and requirements [24] [28]. Additionally, during 
lease return of aircraft, intensive maintenance work requires, 
highly skilled engineers and technicians [17]. In 
accomplishing all the requirements mentioned above, it is 
crucial to estimate the workforce demand for each task in 
terms of man-hours based on the available ground holding 
time slots, the different aircraft types, and the tasks required 
[27]. Based on man-hours estimation, a manpower supply plan 
can be established that specifies the number of people required 
per work shift [29]. However, shift time can be modified based 
on the manpower available to avoid the deficit. A challenging 
aspect is the equal distribution of maintenance personnel to 
each shift and task, considering their certificates, 
qualifications, preferences, regulations, and other constraints. 
It helps each shift execute aircraft maintenance work up to the 
expected level. 

C. Employee Friendly Work Culture

Aircraft maintenance is a vital and challenging

profession that requires high levels of technical skill, safety 

awareness, and teamwork [28]. Aircraft maintenance 

engineers and technicians are responsible for ensuring the 

airworthiness and reliability of aircraft, systems, and 

components [16]. They work in diverse and dynamic 

environments that may expose them to various fatigue, 

stress, and risk sources [31]. Therefore, it is essential to 

foster a positive and supportive work culture in aircraft 

maintenance organizations that need to be centered around 

the well-being, performance, and safety of engineers and 

technicians. Several factors can characterize an employee-

friendly work culture in aircraft maintenance. The first 

significant factors are a strong safety culture that promotes a 

shared commitment to safety among all levels of the 

organization, encourages reporting errors and incidents, 

provides feedback and learning opportunities, and supports 

the continuous improvement of safety management systems 

[2] [32]. The second vital factor is a respectful and

collaborative culture that values each individual's diversity,

expertise, and contributions as a team member, fosters

effective communication and coordination among different

specialties and shifts, and recognizes and rewards good

performance [29]. The third factor is healthy and

comfortable personal protective equipment (PPE) that

minimizes the exposure of individuals to adverse

environmental conditions such as noise, temperature, fumes,

and lighting, provides adequate rest and recovery periods,

and offers resources and support for coping with stress and

fatigue [33]. The fourth major factor is a flexible and

adaptive culture that accommodates the changing needs and

preferences of engineers and technicians, allows for

autonomy and creativity in problem-solving, and provides

opportunities for professional development and career

advancement [30]. Employee-friendly work culture in

aircraft maintenance can benefit the organization and the

individual. It can improve the quality and efficiency of

maintenance work, reduce the occurrence and severity of

errors and accidents, enhance customer satisfaction and

loyalty, and increase employee retention and motivation [2]
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[33]. It can also improve the physical, mental, and emotional 

health of AMTs, reduce their burnout and turnover rates, 

increase their job satisfaction and engagement, and enrich 

their personal and professional lives. 

D. Supportive Human Resource (HR) Team

A supportive Human Resource (HR) Team is essential

for the well-being and progressive performance of the 

aircraft maintenance team [28]. The HR Team can provide 

various services and benefits to the aircraft engineer and 

technicians, such as training, feedback, recognition, 

counseling, health and safety programs, and career 

development opportunities [7] [31]. These services and 

benefits can help the maintenance team feel valued, 

respected, motivated, and satisfied. A supportive HR Team 

can also help to resolve any issues or conflicts that may arise 

among the Maintenance Team members or between them 

and other stakeholders. By creating a positive and 

harmonious work environment, the HR Team can foster a 

culture of trust, collaboration, and excellence among the 

maintenance team [30]. This can encourage aircraft 

engineers and technicians to work with high enthusiasm and 

dedication, improving their productivity and quality of work 

[33]. This will help aircraft maintenance organizations to 

improve productivity and minimize re-work requirements. A 

supportive HR Team can thus contribute to the success and 

reputation of the aircraft maintenance team and the 

organization. 

E. Strong Human Resource (HR) Function

A robust human resource function is essential for any

aircraft maintenance organization that wants to attract and 

retain qualified employees, foster a positive work culture, 

and comply with legal and ethical standards [30]. A solid 

human resource function can ensure that all employees' 

rights, such as fair compensation, benefits, training, and 

development opportunities, are well-taken care of [7]. It can 

also uphold ethical values to the best industry level and 

ensure the happiness of all employees by creating a 

respectful and inclusive environment, recognizing and 

rewarding achievements, and providing feedback and 

coaching. A solid human resource function can also handle 

conflicts among employees or between employees and 

management using the best ethical methods, such as 

mediation, negotiation, or arbitration [31]. It can also ensure 

a fair annual performance management system that evaluates 

employees based on clear and measurable goals, provides 

constructive feedback and identifies areas for improvement 

or development. It can also ensure that promotions are based 

on merit and performance and that all eligible candidates 

have equal chances to advance their careers. It can help 

employees to work freely without any fear of their superiors 

or management by ensuring that there are no cases of 

harassment, discrimination, or retaliation in the workplace.  

An independent human resource function can encourage 

employees to develop innovative solutions that favor the 

organization by fostering a culture of creativity, 

collaboration, and continuous learning. It can also improve 

work-related safety standards by ensuring that all employees 

are trained and certified in the latest safety procedures and 

regulations, that all equipment and tools are properly 

maintained and inspected, and that accidents or incidents are 

reported and investigated promptly [3]. A robust human 

resource function can thus contribute to the success and 

sustainability of an aircraft maintenance organization by 

enhancing its human capital, its reputation, and competitive 

advantage.  

III. RESEARCH METHODOLOGY

The research methodology used for this research 
paper pass through several stages as mentioned in figure 4. 

 

This research paper reviews the significance of human 
resource management on a time scale in the form of the 
turnaround time of the aircraft maintenance in the aviation 
industry. The survey used qualitative and quantitative 
methods to assess the significance. The targeted audience was 
experienced aviation professionals. The questions were 
designed on a linear scale and the data analysis feature of MS 
Excel was used to perform simple regression and get the 
outcomes as the model summary and ANOVA summary. 
Table 1 shows statistics of the research survey. 

Table 1. Statistics of Research Questionnaire 

# 
Research Material 

Type of Material Quantity  

1 Total questions included in questionnaire 8 

2 Questionnaire distributed to aviation professionals 5000 

3 
Total responses received from aviation 

professionals 
4668 

4 Percentage of responses received  93.36% 

The demography of the respondents is presented by 
gender, and organizational hierarchy level. 

Figure 5 - Demography of Respondents 

The demographic data of the respondents is mostly male, 
but female respondents also represent significant 
participation. Demographic data (Figure. 5) show that the 
participants are employed at various levels of the hierarchy in 
airlines organizations. Professional ethics were maintained 
during data collection and analysis.  

Figure 4 - Research Methodology Framework 
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IV. RESULTS

The investigation is divided into five major steps as 
mentioned in figure 9.  

List of independent and dependent variables used in 
analysis are mentioned in table 2. 

Table 2. Details of Variables Used in Data Analysis 

SN Type of Material Variables  

1 Strong human resource management function Dependent 

2 Involvement of organization leadership Independent 

3 Allocation of sufficient manpower Independent 

4 Employee friendly work culture Independent 

5 Supportive human resource team Independent 

Based on data analysis outcome, regression statistics 
revealed some surprising facts as shown in table 3. 

Table 3. Model Summary 

Regression Statistics 

Multiple R 0.7905 

R Square 0.6249 

Adjusted R Square 0.6246 
Standard Error 0.2524 

Observations 4668 

R square value 0.6249 from the model summary revealed 
that 62.49% of the variation of the dependent variable is 
explained by the regression of independent variables. Further 
review of ANOVA summary (table 4) shows that the 
regression equation is highly significant with F value of 
1942.40, P < 0.01. It shows the regressional equation model 
proves that human resource management function and 
associated factors are highly significant in reduction of aircraft 
maintenance turnaround time within aviation industry and 
play vital role.  

Table 4. ANOVA Summary 

df SS MS F 

Significance 

F 

Regression 4.00 494.78 123.69 1942.40 0.00 

Residual 4663.00 296.95 0.06 

Total 4667.00 791.72 

Additionally, the regression coefficient summary, as 
shown in Table 5, shows that the independent variable is 
highly related and evident to prove that human resource 
management is highly significant in reducing aircraft 
maintenance turnaround time within the aviation industry. 

Table 5. Regression Coefficient Summary 

Data interpretation of the coefficient table shows the 
importance of human resource management in reducing 
aircraft maintenance turnaround time. Equation (1) represents 
x1 as involvement of organization leadership, x2 allocation of 
sufficient manpower, x3 Employee friendly work culture, and 
x4 supportive human resource team.   

𝑦 = 0.01𝑥1 + 0.06𝑥2  + 0.06𝑥3 + 0.61𝑥4 +  0.69       (1) 

Data interpretation revealed that all four independent 
variable does affect aircraft maintenance turnaround time but 
supportive human resource team affects the most. Hence it is 
proved that aircraft maintenance turnaround time is reduced 
by employees who are satisfied with human resource 
management practices employed within the organization. 

V. DISCUSSION AND RECOMMENDATIONS

A multiple regression was performed between the 
dependent and independent variables to evaluate the 
significance of human resource management within the 
aircraft maintenance environment. It proved that well-
organized human resource management play a significant role 
to reduce aircraft maintenance turnaround time, which will 
improve productivity and profit of aviation organizations. 
This article has highlighted human resource related aspects of 
people working within the aircraft maintenance industry. This 
paper also emphasized on ways to improve productivity by 
review each of five primary areas. Additionally, each area 
mentioned in the literature review will help scholars cement 
their knowledge and understanding from employees and 
management perspectives. This study will help aviation 
organizations to improve their operating model. This study 
will help to establish an effective management framework for 
aircraft maintenance-related activities applicable to 
establishments handling business jets, narrow-body airliners, 
wide-body airliners, and defense aircraft. 

VI. CONCLUSION 

This article highlighted the significance of human resource 
management within the aviation industry and advised 
improving the following areas in decreasing order to reduce 
aircraft maintenance turnaround time. (1) Emphasize on 
improving employees satisfaction level from team taking care 
of human resource management function, (2) Emphasize on 
improving work culture within organization, which covers 
ethics, empathy and professionalism, (3) Ensure aircraft 
maintenance team are well equipped and sufficient people are 
assigned to the task, (4) Active involvement of leadership in 
day-to-day operations.  

This research paper elaborates that if employees are 
satisfied with their human resource management team or 
function will help them to be motivated and will work with 
optimal efficiency. Simultaneously, active involvement of 
leadership team on day-today operations activities will not be 
needed. Aviation organizations may use this study to compare 
their HR management framework and improve further as they 
see fit. 
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Abstract—Artificial Intelligence (AI) and
Machine Learning solutions are transforming the way
healthcare is being delivered today. They have shown
the potential to transform many aspects of this sector
especially after the COVID-19 pandemic. Chest
Radiography Imaging has come up as an effective
diagnosis tool for finding out the presence of
infections in the lungs that indicate the presence of
serious pulmonary diseases like Pneumonia and
COVID-19. Through our work, we have come up with
a deep learning model named ‘PneuCoNet’ that is
capable of classifying a Chest X-Ray into three
classes: Pneumonia, COVID-19 and Normal with a
decent accuracy of 93%.

Keywords— Artificial Intelligence (AI),
Machine Learning, healthcare, COVID-19 pandemic,
Pneumonia, COVID-19.

I. INTRODUCTION

The outbreak of the novel coronavirus
disease (COVID-19) started in Wuhan, Hubei
province, China at the end of 2019 and within Q1
of 2020, it was declared as a global pandemic by
the World Health Organization (WHO). COVID-19
is caused by a strain of coronavirus called Severe
Acute Respiratory Syndrome Coronavirus 2
(SARS-CoV-2) and can be detected with the use of
real-time polymerase chain reaction (RT-PCR) test.
Although the specificity of RT-PCR is sufficiently
high for COVID-19, its sensitivity is relatively low.
So, scientists started to look for other techniques
for studying the virus and control its spread.

Chest computed tomography (CT) scans
proved to be effective because of the unique
‘ground-glass opacity’ patterns observed in the
lungs of infected patients. The CT findings of

COVID-19 could be regarded as distinct from viral
and bacterial pneumonia thereby helping doctors
and researchers come up to an easier conclusion.
But this method had its own cons. It was not
cost-effective and exposed patients to radiation. In
this scenario, Chest X-Ray Imaging proved to be an
efficient and cost-effective solution. But as the
pandemic worsened with new variants and strains
of the virus, it became extremely difficult even for
expert radiologists to decipher the patterns present
in the X-rays and come up to a conclusion.

What seemed to be nearly impossible for
radiologists, was solved by the introduction of
Computer-aided diagnosis (CADx). CADx utilizes
artificial intelligence methods for improving its
diagnostic accuracy and robustness by extracting
features that are not visible to the human eye. Deep
learning with convolutional neural networks
(CNN), have shown promising performance of
CADx in classifying disease patterns on medical
images such as X-Rays and CT Scans.

In this work, we have proposed a
lightweight Deep Learning model that takes Chest
X-Rays as input and is able to accurately predict
whether the patient is suffering from COVID-19 or
Pneumonia.

II. RELATED WORK

This work is motivated by comparable
research that uses deep learning methods for early
identification of Pulmonary diseases.
L. Brunese et al. proposed a three-fold method in
their work [1]. First, the X-ray is checked to see if
it is Normal or not. If not, the model predicts the
disease and in the last phase, the infected areas of
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the lungs are highlighted.
Tanvir Mahmud, Md Awsafur Rahman and Shaikh
Anowarul Fattah proposed a deep neural network
in their work [2] named as CovXNet, to detect
COVID-19 from X-rays, which is built from a
basic structural unit.
N. Dey et al. proposed a customized architecture of
VGG19 model for their research [3]. They also
employed an Ensemble of Features Scheme (EFS)
to accomplish better classification results during
medical image evaluation.
Zhang et al. proposed a VGG-based CNN model
[4] and examined the performance between
original and contrast-enhanced images,
performance between different image resolutions
and performance between different loss functions.
Asif Iqbal Khan, Junaid Latief Shah and
Mohammad Mudasir Bhat proposed an Xception
based CNN model [5] that works in three
scenarios. The first model does the classification
and the others suggest modifications.

III. METHODOLOGY

This section discusses the dataset used,
image augmentation, and the proposed model
architecture.

A. Dataset

The dataset used to train the model comprises
around 11,000 Chest X-Rays collected from
various public sources like the padchest Dataset,
SIRM Database, Kaggle, GitHub Repositories and
medical schools. The class wise distribution of
images is mentioned in Table I.

TABLE I. CXR IMAGE COUNT FOR EACH CLASS

Illness Image Count

COVID-19 3616

Pneumonia 3875

Normal 3583

Fig 1 : Two COVID-19 samples from our dataset

Fig 2: Two Normal X-Ray samples from our
dataset

Fig 3: Two Pneumonia samples from our dataset

Fig 1-3 shows two random images from each of the
three types of Chest X-rays used in our dataset.

B. Image Augmentation

Image Augmentation is a great way to expand
the size of any dataset. It is a technique of applying
different transformations to original images which
results in multiple transformed copies of the same
image. Each copy, however, is different from the
other. It incorporates a level of variation in the
dataset which allows a model to generalize better
on unseen data. Also, the model becomes more
robust when it is trained on new, slightly altered
images.

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 56



The augmentations applied to our data
along with their values and purpose are tabulated in
Table II.

TABLE II. IMAGE AUGMENTATION DETAILS

Augmentatio
n

Value Purpose

Random
Zoom

0.2
(implies 20%)

Used for
randomly
zooming into
the image

Shearing 0.1
(implies 10%)

Used for
distorting the
image along
any axis

Horizontal
Flips

- Used for
flipping the
image so that
the model can
also learn
from inverted
X-rays if
supplied

Vertical Shift

0.1
(implies 10%)

It may happen
that the lungs
may not
always be in
the center of
the image. To
overcome this
problem we
can shift the
pixels of the
image either
horizontally
or vertically
to bring the
lungs to the
center

Horizontal
Shift

C. Proposed Model Architecture

A three-dimensional view of the model
architecture is shown in Fig 4.

Fig 4: A 3D view of PneuCoNet’s Architecture

● The first layer is the Input Layer which is to be
used as an entry point into the Network. It has
the same input and output shape of 224*224*3.

● The next layer is a Convolutional Layer. This
layer is mainly used to see the pattern of the
images, and it can understand the right feature
of the image by itself. The filters give major
information about the image which has been
represented. It learns the features of the image
such as edge detection, smooth curve, width,
etc. Based on the features, a Feature map is
created by the layer.

● This Feature map is passed on to the Pooling
Layer. Max pooling is a technique commonly
used in convolutional neural networks (CNNs)
to down-sample the spatial dimensions of the
input while retaining important information. In
other words, it reduces the spatial resolution of
the input while preserving the most important
features.The main motivation behind max
pooling is to reduce the dimensionality of the
input while preserving the most important
features. By doing so, it makes the CNN more
robust to small translations and distortions of
the input, and it also reduces the computation
required for the next layers of the network.

● Few Convolutional Layers with varying filter
sizes are used, each of which are followed by
MaxPooling layers.

● Next, a Flatten Layer is added. The aim of this
layer is to flatten the input. Flattening
transforms a two-dimensional matrix of features
into a one-dimensional vector.
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● Lastly, a couple of Dense Layers are used. The
purpose of the layer is to transform the data. A
dense layer is connected deeply with preceding
layers in any neural network. Each neuron in the
dense layer is connected to every neuron of its
preceding layer. In the background, the dense
layer performs a matrix-vector multiplication.

TABLE III. IMAGE COUNT OF EACH SET

Set No. of CXR Images
from each class

Training 1500

Validation 900

Testing 1000

Table III shows the number of images in each set.
The model was then trained with the number of
epochs set to 20 having 140 steps per epoch.

IV. EXPERIMENT RESULTS

The metrics that were used to evaluate our
model are: accuracy(Acc.), precision(Pre.),
recall(Rec.) and F1 Score. The formulae used to
calculate the values of these metrics are numbered
from (1) to (4).

● Pre = (1) 𝑇𝑃/(𝑇𝑃 +  𝐹𝑃)
● Rec = (2)𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)
● Acc = (3)(𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
● F1 Score = (4)2 × (𝑃𝑟𝑒.  × 𝑅𝑒𝑐.)/(𝑃𝑟𝑒. +  𝑅𝑒𝑐.)
where
TP = Positive instances that were properly
recognized
FN = Negative cases that were wrongly categorized
TN = Negative cases that were correctly identified
FP = Positive cases that were misclassified.

Table IV shows the classification report generated
on the testing set using the scikit-learn library. Fig
5 and 6 show us the epoch-wise values of Accuracy
and Loss that are plotted using the Matplotlib
Library.

TABLE IV. CLASSIFICATION REPORT GENERATED ON
\TESTING DATA

precision recall f1-score support

COVID 0.938755 0.935 0.93687 1000

Normal 0.890715 0.921 0.90560 1000

Pneumonia 0.959793 0.931 0.94517 1000

accuracy 0.929 0.929 0.929 0.929

macro avg 0.929754 0.929 0.92921 3000

weighted
avg

0.929754 0.929 0.92921 3000

Fig 5: Graph comparing the accuracies obtained on
the Training and Validation Set

Fig 6: Graph comparing the losses encountered on
the Training and Validation Set
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Table V shows how our model performed against
two other pre-trained models when trained on the
same data.

TABLE V. MODEL PERFORMANCE COMPARED
AGAINST PRE-TRAINED MODELS

Models Training
Accuracy
(mean)

Training
Loss
(mean)

Validation
Accuracy
(mean)

Validation
Loss
(mean)

PneuCoN
et

0.868196
326

0.32384
8762

0.889333
329

0.3015776
04

ResNet50 0.937690
24

0.17045
0549

0.934555
554

0.1873051
3

DenseNet
121

0.920557
293

0.20703
1477

0.920037
028

0.2011935
44

For proper understanding and visualization of the
infected area of the lungs, we have incorporated
GRAD-CAM activation maps. They help us to plot
heatmaps and focus on the desired features as
shown in Fig 7 to make them stand out. The
overlapped heatmap on top of the chest X-Ray will
help both patients and doctors.

Fig 7: The heatmap shows the infected areas of the
lungs for better understanding

V. CONCLUSION

Considering the time required for report
generation after a health test is conducted, we
propose an approach aimed to drastically reduce

this time window approximately to a few seconds
and yet deliver a diagnosis that is accurate and
trustworthy. This research with the deployment of a
web/app will be of immense help to patients,
doctors and radiologists for its convenience. As
future work, we plan to fine-tune the architecture of
the model so that we obtain even better results.
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Abstract--Purpose- The global aviation segment got severely hit 

because of coronavirus (COVID-19) epidemic. However, only a 

few studies have thoroughly examined how the airlines 

responded to the COVID-19 outbreak and how satisfied their 

customers were. The airline business has faced several 

difficulties, including reducing costs, coping with varying 

demands, and maintaining strict quality standards while 

attempting to maintain exceptional services and meet the 

interests of diverse client groups, according to a critical 

examination of the literature. This study's first goal is to find out 

how satisfied consumers were with the aviation sector during the 

COVID-19 epidemic. And secondly to study was to examine 

passenger satisfaction and service quality regarding aspects of 

airline quality and then to ascertain the connections between 

those aspects and passengers' contentment with airline services. 

This study used information gauge how satisfied customers are 

with the top airlines' services in 2019.According to data 

gathered, low-cost airlines often offer higher-quality service 

than established legacy carriers. There were obvious effects on 

infrastructure, operational expenses, market share, and 

customer service. 

Design/methodology- For the research work, Delhi, Mumbai, 

Kolkata, Chennai, and Bangalore were chosen for the data 

collection. These cities are the most popular cities in India, with 

the maximum usage of air transportation. The primary reason 

for choosing these cities as a research point was these cities have 

the most important airports in South Asia and handle over 100 

million passengers a substantial share of the nation's aviation 

freight.  

In order to conduct this research activity, standardized 

questionnaires are used. Convenience sampling method was 

used to collect this data. The statistics collection size stood 500 

and was gathered from males as well as females of all ages, 

belonging to diverse revenue groups, and numerous professional 

backgrounds. 

Findings- The study yielded five factors, which have been 

labelled as “Quality”, “Client satisfaction”, “Low-cost airline”, 

“COVID-19”, and “Travellers’ safety”. Furthermore, it has 

been found that Consumer preference is highly impacted by 

“Quality”, and “Client satisfaction”. 

Keywords- Quality, service, client satisfaction, legacy airline, low-

cost airline, COVID-19, Travellers’ safety 

I. INTRODUCTION

The pandemic has come out as a catastrophic hazard for the 

aviation and tourist sectors. Over the last century, the airline 

sector has experienced consistent and exceptional expansion. 

Unexpectedly, in primary years, the aeronautics sector 

reached a slanting argument due to the fast break out along 

with lay out of the hazardous epidemic. Subsequently being 

discovered in Wuhan, China, the situation quickly spread 

towards 218 nations [15]. By April 2020, over a million 

individuals got infected from this globally. 

According to the World Health Organization, around fifty 

million persons were recognized as confirm cases, with about 

1.38 million losses of life during the month of November of 

the identical year. [33]. Nations executed restrictions on 

travelling on their citizens, as a result of which individuals 

were hesitant towards travelling because of COVID-19. This 

situation severely and unexpectedly harmed the flight as well 

as tourist industries [34]. This mindset has been unified into 

the behaviours of the present-day travellers; besides they 

continue to evade speculative places, that negatively 

influences the service sector industry [35]. According to 
surviving study reports, the worldwide flying sector has been 

severely obstructed by the COVID-19 epidemic, and demand 

for aircraft services has diminished vividly. According to the 

available research intelligence, this has negatively wedged 

the worldwide aviation sector. Furthermore, demand for 

aircraft services has decreased dramatically after the 

epidemic was declared. [33]. 

An airport operator was concerned about financial strategy in 

the current scenario because the airport has large fixed and 

unavoidable expenditures. As a result of the downturn, 

several airports have made difficult decisions such as shutting 

down pieces of infrastructure and evaluating airport capital 

spending in order to keep costs to a minimum which will lead 

to low-cost airlines. Many other things to be tackled like 

providing the best quality to passengers, safety, making them 

satisfied etc. According to [14] it is vital to analyse client 

loyalty in the post-pandemic era. Creating a base of remaining 

consumers who respond favourably to a firm appears to be 
more important than gaining new clients in such emergency 

scenarios. Low-cost airline directors must get insight into the 

aspects that may partake an important influence on client 

constancy. 

Because the firms provide both affordability and 

comprehensive service selections, the study is covaries are 

likely to assist the commercial airline commerce with 

reference to how the guidelines released during the pandemic 

has influenced them. Passengers are offered a setting that 

differs from the aircraft travel they are used to because of the 

COVID-19 epidemic's hygiene-oriented routine [13]. At the 

moment, services for every airport, flight, and 

arrival have been changed in order to conform through 

epidemic guidelines, even though all the countries have their 

own set of travel restrictions, [27] it is stated that Customer 
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pleasure is the fundamental principle that all businesses 

should adhere to. According to a study, [22] the primary 

determinant of whether customers would use low-cost 

carriers is price in the airline industry, and research shows that 

the second most crucial consideration for clients selecting 

low-cost carriers is service quality. The definition of safety is 

the condition of being shielded from a certain threat or injury 

[6] In one sense, the physical security of customers is a part
of safety in the framework of airfields along with leisure

industry. In the reverse side, a particular location likewise

protects the image of its surroundings.  As a result, several

techniques have been developed to lower the prevalence of

infectious illnesses, the rates at which they spread, and the

morbidity and death caused by certain diseases when people

travel internationally. As stated by [30] The earliest

recognised approaches are for instance, the imposition of

quarantine following travel. The definition of quarantine is

the limitation of mobility for those who appear healthy but

have been exposed to a contagious sickness. This study's

objective is to ascertain how satisfied consumers were with

the aviation sector during the epidemic.

II. LITERATURE REVIEW

Coronavirus Disease 2019 has been classified as a hazardous 

disease, which spread globally, like global epidemic [33]. 

Both social and economic effects of the infection are 

significant. [17] Depending on certain circumstances during 

the final six months of 2020, the global GDP will range from 

-8% to 1%. [27] This epidemic has had an impact on a number

of industries, including tourism, hospitality, dining, and

transportation. Due to its great sensitivity to changes in the

market environment and socioeconomic conditions, one of

the businesses that is most vulnerable is the airline sector.

[32]

In order to maximize prospective profits while maintaining

customer satisfaction in the face of fierce rivalry among the

sectors of the flight industries, good client association

supervision is required equally on the physical and digital
platforms.[25] Monitoring client feedback and responding to

the findings gives a business a deeper, more comprehensive

grasp of the service it offers. The standard of products and

services could be raised., failures can be addressed, and e-

WOM administration, carries big influence on customers'

airline selection, can be helped. [26] Digital technology has

made it simpler than forever aimed at customers to "penalize"

carriers for subpar customer facility over internet stages. [29].

The creation of facility eminence metrics in order to assess

the present state along with avoiding disappointment in the

aviation business has been well researched in the literature.

For instance, [28] state that from fifteen characteristics, the

most important ones are protection, politeness from

assistants, the assistants' reaction, well-being, and seat

cleanliness. In order to evaluate competitive advantages, [4]

provide 15 criteria across five dimensions, including onboard

comfort, airline staff, service dependability, service
convenience, and management of uncharacteristic

circumstances. [11] created a survey with six characteristics

in order to amount the excellence of airline service, including

dependability, declaration, responsiveness, flight patterns,

amenities and workers, [20] Additionally, research

demonstrates that service expectations vary significantly.

Any service industry's ability to succeed depends on how well

its services are delivered [21]. Amenity value remains

essentially a composite of several dissimilar characteristics

[28]. Client expectation has an effect on the excellence of a

company's service area; if they can deliver what the customer

wants, that is regarded as satisfactory, and if they can go 

above and above, it is considered considerably exceeding the 

prospects [23]. By Parasuraman et al., a conventional 

approach intended for evaluating worth provided by the 

services are presented, containing five chief characteristics 

namely “solidity”, “dependability”, “awareness”, 

“declaration” along with “compassion”. The SERVQUAL 

model, which contains 22 subdimensions and 5 primary 
categories, is well-known [24]. Although the SERVQUAL 

model extensively uses the service sector, limited additional 

representations have also developed throughout time, such as 

the SERVPEX model which may assess disconfirmation in a 

single model, and the SERVPERF model grounded by the 

presentation provided by [7]. [8] A lot of people have 

employed the SERVQUAL concept in the aviation business. 

Considering the topic regarding amenity quality in the 

commercial airline business, a few studies have been 

conducted by [1]. They discovered a considerable variation in 

how fliers from other nations perceived the quality of the 

service. An investigation was done by [5] to see how 

expectations for inflight services and ground services 

differed. The findings show a mismatch in the opportunities 

and that customers value physical services extra in flight than 

on the ground. Eight criteria for measuring service quality 

were employed. Twelve characteristics of airline service 
quality were found by [18] and categorized into six major 

groups. Based on these factors, airlines are ranked using grey 

relation analysis. This study was directed by [2] to first define 

the characteristics of airline service quality and then rate 

airlines according to these characteristics. With the help of 

this research, it was determined that the utmost crucial 

provision superiority factors were safety, schedule adherence, 

and the availability of a range of airplanes. 

III. OBJECTIVE OF STUDY

To determine the parameters affecting Covid-19's effects on 

the airline business. 

IV. LIST OF TABLES

________________________ 

INSERT TABLE 1 
______________________ 

Kaiser-Meyer-Olkin (KMO) measures of selecting capability 

(ranging from 0-1), the numbers which are close to 1 are 

observed to be finer, although 0.5 is measured to be the least 

necessity. The table above shows (Table 1), the KMO value 

is 0.878, which is more than 0.5 and therefore, factor analysis 

can be processed further. Likewise, Bartlett's Test of 

Sphericity shows how strongly the variables are related to one 
another. The significance of the Bartlett's Test of Sphericity 

may be observed in the table, where the significant value is 

less than 0.05. (0.000). When both tests are taken into 

account, they offer the minimal requirements that must be met 

before doing a factor analysis. 

________________________ 

INSERT TABLE 2 
________________________ 

Total Variance Explained table (Table 2), each factor 

expresses as a proper value, labelled as eigenvalue, under the 

heading ‘Total’ of ‘Initial Eigenvalues’. Framework with an 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 62



eigenvalue of more than one is measured for further study as 

they only signify actual value. 

The observation states that Factor 1 “Quality” consists for a 

variation of 7.277 that is 42.807 of the total variances (Table 

2), likewise, Factor 2 “Client satisfaction” consists for a 

variance of 2.668which is 15.694% of the total variance, 

Factor 3 “low-cost airline” consists for a variation of 1.326 

that is 7.802% of the total variation, and as a result, the first 
four factors account for 66.302% of the total. 

________________________ 

INSERT TABLE 3 
________________________ 

H0: B1 = 0 

The null hypothesis indicates that there is no direct 

relationship between the Consumer’s preference and the 

factors, “Quality”, “Client satisfaction”, “low-cost airline”. 

H1: B1! = 0 

The alternative hypothesis indicates that there is a 

relationship, positive or negative, among the Consumer’s 

preference and the factors, “Quality”, “Client satisfaction”, 

“low-cost airline”. 

________________________ 

INSERT TABLE 4 
________________________ 

Model Summary states that to what extent a regression model 

fits the data. In a model summary, numerous correlation 

coefficients measure the quality of prediction of the 

dependent variable. In the above Table, R-square (Table 4) 

value is 0.745 which shows 74.5% of the total variation in the 

dependent variable, total Consumer satisfaction can be 

explained by the independent variables, “Quality”, “Client 

satisfaction”, “low-cost airline”. 

________________________ 

INSERT TABLE 5 
________________________ 

ANOVA table (Table 5), we can understand that the 
regression model forecasts the dependent variable 

significantly well and its value is statistically significant as 

the p-value is less than 0.05 (that is0.000). Thus, H1 is 

rejected, whereas H0 is accepted. 

________________________ 

INSERT TABLE 6 
________________________ 

Consumers preference = 3.360 *(Constant)+ 0.955 * Quality 

+0.128 * Client satisfaction +0.153 *low-cost airline.

The impact on consumer’s preference is found to be high

towards Quality and low-cost airline followed by others with

significant influence towards Client satisfaction.

V. CONCLUSION

For a better understanding on how airlines responded towards 

the COVID-19 pandemic, this study collected and analysed 

airline organization-level responses as well as traveller 

pleasure replies provided during journeys. The study divided 
organizational-level answers into 3 groups: lower operating 

costs, protect passenger safety and interests, and boost 

revenue and cash flow. Our research has led us to the 

conclusion that during covid-19 there is an impact on 

consumer satisfaction. The study was confined to covid 19 in 

the carrier commerce. To the best of our knowledge, the 

information utilized to conduct any type of analysis and the 

information gathered from various sources using Google 

Forms is truthful and legitimate. The replies for customers on 

an individual level towards the airline services were graded 

based on customer gratification using a sample of 500 surveys 

that captured passengers' basic information and satisfaction 
from the Covid-19 airline journeys. It was discovered that 

passengers' pleasure differed depending on the COVID-19 

metrics used by airlines. As a result, the research has 

demonstrated the situation during covid-19 regarding the 

traveller’s safety, low-cost airlines, impact on people, quality 

of the service. 
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IV. LIST OF TABLES

TABLE 1- KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .878 

Bartlett's Test of Sphericity 

Approx. Chi-Square 1875.133 

df 136 

Sig. .000 

TABLE 2- Total Variance Explained 

Component Initial Eigenvalues Extraction Sums of Squared Loadings  

Total % of Variance Cumulative % Total % of Variance Cumulative % 

1 7.277 42.807 42.807 7.277 42.807 42.807 

2 2.668 15.694 58.500 2.668 15.694 58.500 

3 1.326 7.802 66.302 1.326 7.802 66.302 

4 .891 5.239 71.540 

5 .724 4.261 75.801 

6 .619 3.640 79.441 

7 .561 3.302 82.744 

8 .478 2.809 85.552 

9 .447 2.628 88.181 

10 .345 2.031 90.211 

11 .339 1.996 92.207 

12 .319 1.876 94.083 

13 .243 1.430 95.514 

14 .235 1.385 96.899 

15 .210 1.236 98.135 

16 .176 1.033 99.168 

17 .141 .832 100.000 
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TABLE 4- Model Summary 

Model R R Square Adjusted R Square Std. Error of the 

Estimate 

1 .863a .745 .741 .5755 

TABLE 5- ANOVAa 

Model 

Sum of Squares Df Mean Square F Sig. 

1 

Regression 165.677 3 55.226 166.723 .000b 

Residual 56.643 171 .331 

Total 222.320 174 

TABLE 3- Rotated Component Matrixa 

Component 

Quality Client satisfaction Low-Cost airline 

V2 .845 

V1 .815 

V13 .789 

V14 .776 

V3 .775 

V12 .770 

V5 .738 

V4 .693 

V6 .625 . 

V16 .600 

V18 .842 

V19 .838 

V17 .812 

V20 .765 

V15 .874 

V9 .815 

V7 . .623 
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TABLE 6- Coefficientsa 

Model 

Unstandardized Coefficients Standardized 

Coefficients 

t Sig. 

B Std. Error Beta 

1 

(Constant) 3.360 .044 77.230 .000 

Quality .955 .044 .845 21.891 .000 

Client satisfaction .128 .044 .113 2.939 .004 

low-cost airline .153 .044 .136 3.512 .001 
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Abstract— With the help of financial technology called 

Dana, the Indonesian people can conduct digital payments and 

transactions quickly, easily, and safely both online and offline. 

Users have access to a wide range of actions, including 

investing, sending money, and withdrawing money. The 

usability of digital wallet applications must be evaluated in 

order to create a positive user experience. In order to assess 

usability, heuristic evaluation methods, and a user experience 

questionnaire must be used. The Dana digital wallet 

application's attractiveness, perspicuity, efficiency, and 

stimulation scales all showed positive results based on testing 

the results of the benchmark user experience questionnaire on 

six different scales and superior results on the novelty and 

dependability indices. The Dana digital wallet application's 

problems do not affect users and can still be tolerated, 

according to the average severity rating of the 10 aspects of the 

heuristic evaluation method, which is 1 (one). With a value of 

1.33, the Visibility of System Status and Help Recognize and 

Recover from Errors aspects have the highest severity rating.  

Keywords— digital wallet application, evaluation, usability, 

user experience questionnaire, heuristic evaluation 

I. INTRODUCTION

Technology as a whole is a medium to help and 
facilitate human daily activities[1]. Therefore, many 
technologies are now developing according to human needs, 
this is supported by technological capabilities that can 
process data and store data into information quickly and 
efficiently[2]. Many industries use technology for their 
business processes, one of which is the financial technology 
industry[3]. Fintech is a technology service in the financial 
sector that aims to facilitate transactions anywhere[4]. 

e-wallet is one of them or commonly called a digital
wallet. digital wallet which is an electronic service in the 
form of an application[5]. In 2014 there were still fewer e-
wallet systems 

compared to the payment system via credit card, but 
in 2019 it is estimated that the e-wallet system actually 
exceeds the internal credit card payment system transaction 
value of use[6]. 

One of them is the application of Dana. Dana is a 

digital wallet. Dana comes with an open-platform concept, 

meaning that the Dana application can be entered and used 

on a variety of different platforms [7], both offline and 

online, but still integrated. This open platform concept, in 

addition to being able to connect with various forms of 

other means of payment, Funds as well[8].  

Based on the Dailysocial survey in 2021, Ovo is the 

digital wallet most often used by Indonesians, while Dana is 

in the top four users compared to other digital wallets[9]. 

Even so, the Dana application only has an application rating 

of 4.4 on the Google Play Store, and is the lowest compared 

to other digital wallet applications, such as Gopay with a 

rating of 4.6, Gojek with a rating of 4.6, and Ovo with a 

rating of 4.5[10]. Seeing this rating, the researcher made 

observations on the dana application by looking at the 

reviews on the Google Play Store[11]. The results of the 

observations included reviews about the quality of the 

system and services, which still had many errors [12]. 

And from a survey conducted of 30 respondents who 

had distributed it, there were 33.3% of people who found it 

difficult to use the Dana application, 33.3% of people said 

the difficulties they encountered were the difficulty in 

learning the existing features, and at the initial appearance 

of the dana, they were a little confused[13]. not much guide 

information. From the problems above, many cannot 

register themselves and must need the help of someone who 

has already used the Dana[14]. 

Furthermore, as many as 53.3% of people feel that 

failures or errors often occur when making transactions on 

the Dana application. and 66.7% of people said it was 

difficult to use Dana when the application had not been 

upgraded to the premium version. Upgrades are made to be 

able to make transactions or transfers in large quantities and 

at any time[15]. The upgrade process, which is quite 

difficult and requires a long process, makes it difficult for 

dana application users to carry out activities on the dana 

application [16][27]. Dana Upgrade is done by sending a 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Evaluation Usability of Digital Wallet Applications 

Using User Experience Questionnaire (UEQ) Method 

and Heuristic Evaluation (HE) 

Page 68



photo of your identity card and face photo and can be 

continued if the verification process is complete[17]. 

Therefore, in the future so that the Dana digital wallet 

application can improve service quality, service quality 

analysis is needed to find out which parts need 

improvement. And also this study uses measurements of the 

quality of digital wallet services using two methods, namely, 

the User Experience Questionnaire (UEQ) and Heuristic 

Evaluation (HE)[18]. 

The User Experience Questionnaire (UEQ) uses 6 
elements, namely: attractiveness, perspicuity, efficiency, 
stimulation, dependability and novelty with a measurement 
scale of 1 to 7 [19]. The order of positive and negative 
values for each item is random in the questionnaire. The 
result of the evaluation research is that the mean scale shows 
that all elements get a positive or negative impression[20]. 
On the other hand, if it displays the results from the 
Cronbachs Alpha-Coefficient, it shows the results of the 
consistency value and the benchmark chart shows the value 
based on the product classification of the existing categories 
[21]. Heuristic evaluation is an evaluation of the interface of 
a product and provides recommendations for improvements 
to the interface being evaluated[22]. Most evaluations are 
done by intuition and common sense based on heuristic 
aspects of evaluation [23]. Heuristic evaluation aims to 
identify usability problems based on experience and personal 
knowledge of experts in assessing products from product 
usability problems [24][25]. 

This method will be used to measure product quality 
based on the level of user satisfaction with the dana 
application and provide recommendations for improvement 
from the evaluation carried out on the interface on the dana 
application[26]. 

II. LITERATURE REVIEW

A. Mobile applications

Mobile applications are applications that can be used

using hardware devices such as smartphones to operate. 

Mobile applications help users use the internet more 

attractively by offering mobile applications with a variety of 

functions and how to use them. There are many applications 

available on the Play Store that can help with everyday life. 

Only by using a mobile device can we access the desired 

mobile application. Mobile applications can also help users 

connect to internet services that are normally accessed on a 

PC (Personal Computer) more easily with devices that are 

more comfortable to carry wherever they are. 

B. E-Wallet

An E-wallet is an application connected to the internet

that stores electronic money. It doesn't need a media card, 

only using a smartphone which is definitely carried by 

today's society so that e-wallets can be used for various 

kinds of transactions [27][25]. E-wallets are a part of 

electronic money; the difference is in the electronic money 

storage media. Many users appreciate the convenience of 

using an e-wallet to complete user identity requirements in 

order to conduct transactions online. 

C. User Experience Questionnaire

The user experience questionnaire is one of the

evaluation methods created by Laugwitz, Scrhrepp, and 

Held in 2005. UEQ is used to quickly measure the level of 

user experience of a product [28]. Currently UEQ has 

provided 30 languages including Indonesian, a lot of 

research on Indonesia is already using this method. UEQ 

measures based on 6 scales assessment and 26 question 

items [21]. 

D. Heuristic Evaluation

Heuristic evaluation is a test carried out by involving

experts in the testing process [29]. An expert in heuristic 

evaluation will act as a respondent, therefore he only needs 

a few respondents [30]. The evaluation heuristic focuses on 

the problem existing interface design [31].Using 10 aspects 

according to Jacob Nielsen. [32]. 

E. Dana Application

Dana is a digital wallet that is used to make it easier

for users make transactions online. Users can perform 

many activities such as remittances, withdrawals, and 

investments. There is a balance top up method usually can 

be done on ATM cards, debit and mobile banking. In 

Indonesia there are so many uses of their own dana, from 

among the youth to teenagers using the dana application. 

Dana make it easy for users through collaboration 

merchants in the Dana [33]. Dana digital wallet application 

offers various features that make it easy users in making 

transactions and transfers, not only that dana offers credit 

purchases, data packages, electricity payments, water bill 

payments, Internet and cable TV bill payments, and more. 

F. Previous Research

Previous research can be used as a reference in

conducting study. As for previous studies that are relevant to 

this research is as follows: 

The research entitled “Analysis of the Quality of 

Application User Experience SIMPONI Mobile University 

of Multi Data Palembang with the User Method Experience 

Questionnaire ” conducted by [34][26]. This research was 

conducted to find user experience satisfaction to determine 

whether the application needs to be improved or has 

complied the needs of its users, produce value results on an 

efficiency scale with value of 1.13, stimulation scale with a 

value of 1.14, novelty scale with a value of 0.74, 

attractiveness scale with a value of 1.11, clarity scale with a 

value of 1.13, and scale accuracy with a value of 0.94. It can 

be concluded that with these results it is expected that the 

SIMPONI Mobile application needs to increase all scales for 

achieve good results with a value of 1.5 as a good lower 

limit and limit below above average on user experience UEQ 

benchmark results. 

Subsequent research with the title "Usability 

Evaluation and Design Improvement." Website of the 

Malang City Education Office Using the Heuristic Method 

Evaluation with Usability G-Quality Principles by [35]. 

Generate 35 recommendations for improvement, the 

recommendation for improvement classified into three types 

of improvements namely design related improvements user 

interface, information improvements, and functionality 

improvements. From Of the 35 recommendations for 
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improvement given, there are 33 recommendations interface 

design improvements realized in click-able form prototype. 

Subsequent previous research entitled "User Interface 

Design Usability Analysis on the Tokopedia Website Using 

the Heuristic Evaluation Method". Generates an average 

Severity Rating value of 1 (One), in words On the other 

hand, the Tokopedia website has deficiencies or obstacles 

that are not disputed or impactful great for users [36]. 

III. METHODOLOGY

The research methodology that will be carried out in 

this study in order to solve the problem with several stages 

can be seen in Figure 1. 

Figure 1. Methodology Study 

A. Preliminary Stage

The first step is determining the topic of the final

project starting with identifying topics that are currently 

popular and in accordance with their abilities. After 

allowing determine the selected topic followed by Read 

literature and references related to the topic to be taken. 

Looking for research places to do the Final Project, looking 

at the topic raised research. And the last after determining 

the research case study, then determine the subject study. 

B. Planning Stage

The first is to identify the problem to be solved, then

determine the problem formulation, problem boundaries, 

problem objectives, and research benefits. The next step 

determines the required data. 

C. Data Collection Stage

The activities at this collection stage consist of

literature studies, interviews, observations, and distributing 

questionnaires. And for the respondent segment as follows: 

1. Sample of respondents for usability evaluation with

Heuristic Evaluation. For the number of

respondents who were sampled in the evaluation

activity usability with Heuristic Evaluation, set a

number of 3 people, namely experts interface

design expert.

2. To determine the number of respondents who were

sampled in distributing the User Experience

Questionnaire (UEQ) questionnaire based on an

infinite population, a sample of 100 active users of

the Dana digital wallet application was

obtained[37].

D. Data Analyst Stage

The first step is to analyze the running system. The

next step is to analyze the respondents. And the last stage 

is to process the data from the results of distributing the 

questionnaires research on Dana application users[38]. 

E. Recommendation
This stage provides the overall results of the analysis

carried out and provides recommendations in the form of 
input for improvements to the problems found. 
Recommendations are given to be able to improve in terms 
of usability and appearance of the Dana application[39][40]. 

IV. RESULT AND DISCUSSION

A. Classification severity rating

Severity Rating is a value that given by the evaluator

to assess how severe usability problems encountered [35]. 

If the number is small the respondent does not feel the 

problem exists, but if the numbers obtained are large, then 

there are problems felt by the respondents. The following 

is the severity rating classification [41]:  

TABLE I. CLASSIFICATION SEVERITY RATING 

Severity Rating Description 

0 Disagree (not a problem) 

1 Disagree (Problem doesn't really affect 

users, fixes aren't really needed) 

2 Neutral (potential for difficulties, low 

priority improvement required) 

3 Agree (There are problems that bother 

users, high priority fixes) 

4 Strongly Agree (Found a fatal error, 

required improvement) 
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B. Respondent Descriptive Analysis

The respondents of this research target the existing

fund application users in Pekanbaru area. In this outcome 

range, 100 respondents were taken through a questionnaire 

using the Google Form on the User Experience 

questionnaire method. And in the Heuristic Evaluation 

method using a questionnaire taken directly with 3 

respondents[42]. 

TABLE II. THE NUMBER OF QUESTIONNAIRES USING THE HEURISTIC 

EVALUATION METHOD 

Description Number of 

questionnaires 

Questionnaire distributed 3 

Questionnaire Returned 3 

Questionnaire That don’t return 0 

Questionnaire that can be Processed 3 

TABLE III. ANSWERS TO THE USER EXPERIENCE 

QUESTIONNAIRE SCORE 

NO 1 2 3 4 5 6 7 8 9 10 … 26 

1 7 6 6 6 3 4 5 4 2 2 … 5 

2 6 6 3 3 2 5 6 7 2 5 … 6 

3 6 7 7 1 1 6 7 6 1 1 … 6 

4 4 4 4 6 6 4 5 4 5 4 … 7 

5 4 6 5 3 3 4 4 5 4 4 … 5 

6 6 7 2 2 1 5 6 3 2 7 … 6 

7 7 7 4 1 1 6 6 6 3 2 … 6 

8 7 7 3 1 1 6 7 7 1 1 … 5 

9 7 7 6 4 1 7 7 6 1 7 … 4 

… … … … … … … … … … … … … 

100 6 5 3 3 2 6 6 4 4 1 … 6 

C. Average Results Based on UEQ Scale

A positive evaluation value is one that is greater than

0.8, and a negative evaluation value is one that is less than 

0.8. A value of between -0.8 and 0.8 corresponds to the 

typical impression. From In the table below, it can be 

concluded that the quality of the application user 

experience with Dana digital wallets has positive 

impressions on the scales of attractiveness, clarity, 

efficiency, precision, stimulation, and novelty. It can be 

seen in the table below: 

TABLE IV. AVERAGE RESULTS BASED ON UEQ SCALE 

UEQ Scales (Mean and Variances) 

Attractiveness  1,677 0,72 

Perspicuity  1,773 0,78 

Efficiency  1,660 0,97 

Dependability  1,453 0,79 

Stimulation  1,515 0,83 

Novelty  1,033 0,86 

Figure 2. Graph of Mean Results Based on the UEQ Scale 

D. UEQ benchmark results

According to the UEQ benchmark, products are

divided into 5 categories (per scale), including [43][44]: 

1. Excellent; among the 10% of products with the

highest rating.

2. Good; only 10% of the dataset's products have a

higher score, while 50% have a lower one.

3. Above average; 25% of dataset products have a

higher score, while the other 50% have a lower

score. 

4. Below average; 50% of dataset products have high

scores, while 25% have scores that are lower.

5. Bad; falls within the 25% of products with the

lowest ratings.

TABLE V. UEQ BENCHMARK RESULTS 

And the following is a graphical display of the UEQ 

Benchmark results on the wallet application digital funds 

from 6 scales which show a good value on the 

attractiveness scale, perspicuity, efficiency, and 

stimulation. Which means 10% product on dataset that has 

a higher score, while the other 50% is lower, while on the 

dependability and novelty scales it is in the above average 

category meaning that 25% of the dataset products have a 

higher score, while 50% others lower. 

Scale Mean Comparison to 

benchmark 

Attractiveness 1,68 Good 

Perspicuity 1,77 Good 

Efficiency 1,66 Good 

Dependability 1,45 Above Average 

Stimulation 1,52 Good 

Novelty 1,03 Above Average 
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E. Findings of Problem Heuristic Evaluation

Findings of the Severity Rating Heuristic Evaluation

problem which has been distributed and processed 

according to the rules of the heuristic evaluation method as 

follows: 

TABLE VI. FINDINGS OF PROBLEM HEURISTIC EVALUATION 

HE Evaluator 

1 

Evaluator 

2 

Evaluator 

3 

Total 

H1 2 1 1 4 

H2 1 1 0 2 

H3 2 1 0 3 

H4 0 1 0 1 

H5 1 1 1 3 

H6 1 0 1 2 

H7 1 0 0 1 

H8 1 0 1 2 

H9 1 1 2 4 

H10 0 0 1 1 

F. Severity Rating Heuristic Evaluation

From the results in the table below the average results

of the 10 aspects of the method heuristic evaluation has a 

severity rating of 1 (one), which is the value stated that the 

problems in the Dana digital wallet application were not 

affect the user and can still be tolerated. The highest 

severity rating value contained in the Visibility of System 

Status and Help Recognize and Recover from aspects 

Errors with a value of 1.33. The user feels the feedback 

that the system gives does not optimally and error 

messages conveyed through the application at times are not 

show solutions. However, from the results of the severity 

that came out, namely 1.33, it stated that the problem 

doesn't affect users too much 

TABLE VII. SEVERITY RATING 

No. HE A B 

1. Visibility of System 

Status 

1,33 1 

2. Match Between 
System and The Real 

World 

0,66 1 

3. User Control and 

Freedom 

1,00 1 

4. Consistency and 

Standards 

0,33 0 

5. Error Prevention 1,00 1 

6. Recognition Rather 
than Recall 

0,66 1 

7. Flexibility and 

Efficiency od Use 

0,33 0 

8. Aesthetic and 
Minimalist Design 

0,66 1 

9. Help Recognize and 

Recover from Errors 

1,33 1 

10. Help and 
Documentation 

0,33 0 

Recommendations for improvements given by experts 

for the aspect of visibility of system status are displaying 

notifications or notifications that the system is in error or 

notifications medium system maintenance. The problem 

found is No information to user if system error occurs from 

time to time. As for the Help Recognize and Recover from 

Errors aspect, the recommendations given are to display 

conditions what happened while their constraints on the 

current system transaction failure or transfers. Based on the 

problem, there is a notification when it fails transfers, but 

no displays what failure problem, only message for contact 

support. 

V. CONCLUSION

The user experience questionnaire method was used 

for testing in this study, and the evaluation results were the 

UEQ benchmark results from 6 scales on the Dana digital 

wallet application, which showed good values on the 

attractiveness, perspicuity, efficiency, and stimulation 

scales. and above-average results on the novelty and 

dependability scales.  The Visibility of System Status and 

Help Recognize and Recover from Errors aspects of the 

Heuristic Evaluation Method then have the highest severity 

rating with a value of 1.33. The severity results, which 

were 1.33, indicated that the issue did not significantly 

impact users, though. 
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Abstract— Banks and financial markets encompass 

an ecosystem which facilitates the flow of funds from the 

surplus sector of the economy to the needy sector.  This 

ecosystem of banks and financial markets has deepened in size, 

sophistication and complexity over the years. However, in the 

recent past they have also been subject of failures, economic 

distress and abuse due to the devastating growth of stressed 

assets in the banking system which is commonly called Non 

Performing Assets (NPAs) or termed as bad loans particularly 

in Indian Public Sector Banks (PSBs). This study investigates 

endogenous financial indicators of NPA in Indian PSU banks 

through panel data regression. Database related to NPA and 

selected variables have been analyzed for the period of March 

2011 to March 2020. Net Non Performing Assets of PSU banks 

in India have been considered dependent variable and selected 

financial indicators as independent variables. It has been 

observed that credit to deposit ratio (CD ratio), operating 

expenses, return on asset and capital adequacy ratio has 

negatively correlated to Net NPA of PSBs and consequently 

contributed for lower level of NPA. Cash deposit ratio and loan 

maturity have a positive but not statistically significant impact 

on NPA while priority sector advances, collateral value along 

with non interest income has shown a positive and statistical 

significant impact over Net NPA and contributes for 

accumulation in Net NPA of Public Sector Banks. Study 

concludes with suggestions based on findings and limitation of 

the present study.  

Keywords—Bad loans, Non Performing Assets, financial 

determinants, public sector banks, panel data regression  

I. INTRODUCTION

Banks and financial institutions primarily deal in 

extension of credit through lending practices, which is the 

greatest source of the income for the banks [9]. Lending 

always carries risk, popularly known as ‘Default Risk’ arises 

when borrower of the loan is not able to meet its financial 

obligations on time, consequently level of NPA belong to the 

bank increases [2]. After the global economic meltdown, 

also known as post sub-prime crisis period the level of 

stressed assets has increased in the banks in India with an 

alarming rate. NPA is a serious cause of concern, it 

adversely affects the financial strength of the banks [3]. As 

per the regulatory authority (RBI), Gross NPA ratio of 

Public Sector Banks stood at 10.25%, private banks GNPA 

ratio observed 5.25% and foreign banks 2.24% and small 

finance banks 1.87% as on March 2020. Although the 

problem of NPA is associated with the entire banking 

system, but situation is worse in particularly public sector 

banks. 

An attempt has been made through this study to 

examine the determinants of stressed assets in Indian PSU 

banks. Panel data regression employed to investigate the 

impact of selected variables (Credit deposit ratio, capital 

adequacy ratio, collateral value, loan maturity, cash deposit 

ratio, priority sector advances, operating expenses and non-

interest income) on net NPAs of Indian public sector banks. 

21 Indian PSU banks have been into consideration for 

analysis, all selected variables have been taken into account 

for each banks separately. The entire research study have 

been divided into five sections, In the first section abstract 

and introductory portion have been presented,  the second 

section covers the synopsis of literature review related to 

NPA in national and international context. Section three 

provides information about database, variables of the study 

along with econometric model. In the fourth section 

discussion of the result have been covered and in the 

subsequent section study provides conclusive statement. 

II. LITERATURE REVIEW

The problem of bad loans in banking system has 

been examined in various research studies in international 

context. Bad loan affects the financial health and 

consequently financial performance of the banking system. 

Financial performance is affected by various micro 

economic factors [18]. Author examined the financial 

performance in relation to microeconomic factors in the 

banks of Romania during 2003-2014 and concluded that 

Total assets of the bank, loan to asset ratio, liquidity don’t 

have statistical significant impact but employee strength, 

deposit to assets ratio and net profit has shown positive and 

statistical significant influence over bank’s financial 

performance. The level of NPA also influenced by the macro 

economic factors like interest rates and GDP [14]. Increasing 

level of NPA negatively affects the core income of the banks 

(i.e. interest income) and it also increases the provisioning 

requirements of the banks [4]. In another study which was 

conducted on 38 banks of Kenya, author states that bank 

specific factors viz. operational cost efficiency, asset quality, 

liquidity and diversification of income had a statistical 

significant impact on profitability of the Kenyan banks [22]. 

In a study conducted on Nigerian banking system, author 
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concluded that microeconomic variables like effective 

internal control, proper credit administration, strategic 

lending policy and cohesive legal framework needed to cope 

up with NPA [1]. Poor enforceability of law and bank’s 

inefficiency on recovery measures also contributes in 

mounting NPA in banking system [16] of Bangladesh [15]. 

In another study aggressive lending, bank size, credit 

growth, interest rates, return on assets (ROA) and return on 

equity (ROE) found key factors behind the problem of NPA 

[8]. 

Indian banking system is suffering with challenges 

caused by Non Performing Assets and there are various 

internal and external factors behind it [16]. Non Performing 

assets adversely affects profits and liquidity position of 

financial institutions [29].   NPA renders negative impact on 

the quality of the loan assets [6] [20]. Absence of close pre 

sanction credit appraisal and poor post sanction follow-ups 

are the key reason behind mounting NPA, author suggested 

for better strategy formulation and flawless execution for 

management of NPA [7]. Various causes are there behind 

rising of NPA which has adverse effect on the operations of 

the banks [27].   Poor credit appraisal system, lack of 

effective technology and diversion of funds have been 

considered as internal factors while frequent changes in 

government policies, fluctuations in exchange rates and 

recession etc are the external factors which determine the 

problem of NPA [10]. Magnitude of the problem is more 

significant in PSU banks [12]. Economic value addition of 

PSU banks got affected due to high level of NPA which 

adversely affects the profitability and capital adequacy ratio 

[12]. NPA negates the financial performance of the banks 

because there is a negative relationship of NPA and ROI 

Private Banks are in comfortable position in NPA 

management comparatively [12].  Various macroeconomic 

indicators have significant impact on NPA of banks. Higher 

growth rate in GDP and domestic saving cut down the level 

of NPA and higher interest rates and inflation positively 

contributes in mounting of NPA [23]. The problem of NPA 

can be addressed by internal operational factors viz. proper 

credit assessment of the borrower and mechanism of credit 

risk administration [32]. Efficient management information 

system, well trained staff for documentation, proactive 

action against potential defaults in repayment must be 

administered by credit division of the bank in order to cope 

up with the bad loan problem [19]. Major portion of NPA 

belongs to corporate loan books where industries like power, 

infrastructure, steel, mining and real estate exists. These 

corporate loan books contributes in stressed asset. The 

problem also exists in the banking system because of 

inadequacy of staff [25] and lack of modern information and 

communication technology [13]. Management of NPA is one 

of the important parameter to examine the financial 

performance of the banking system. Credit risk assessment is 

very important and proactive aspect of managing NPA. Bank 

should focus close pre sanction appraisal and post sanction 

follow-ups to cope up with the problem of NPA [15].  Since 

NPA directly hit the profitability of the banks, effective 

management of NPA is crucial by following asset 

classification norms (RBI), effective recovery procedures 

and optimum use of technological platforms [11].  Domestic 

saving which is considered as one of the macroeconomic 

determinant of NPA, is found to be inversely proportional to 

the repayment capacity of the borrower which indicates that 

growth in domestic saving will cut down the mounting level 

of NPA [31]. Internal determinants like improper credit 

appraisal of the borrower application, lack of skilled/trained 

staff and aggressive lending for the fulfillment of loan target 

also results in addition of NPA [26].    

III. METHODOLOGY AND DATABASE

Impact of selected financial determinants have been 

examined on Net NPA of Indian PSBs with panel data 

regression. These financial determinants (viz. capital 

adequacy ratio, cash deposit ratio, collateral value, credit 

deposit ratio, loan maturity, non interest income, operating 

expenses, return on assets and priority sector advance)  have 

been considered as independent variables (see table 1) and 

Net NPA of Indian PSBs is considered as dependent variable 

for analysis. Panel data for 21 Public Sector Banks have 

been used for analysis. Data of 21 Indian public sector banks 

during March 2011 to March 2019 has been drawn from 

various publications of RBI (viz. Statistical tables relating to 

banks in India and Trend and progress of banking in India 

etc) 

A. Econometric Model

Panel data represents additional information related to 

variability, collinearity among variables, equal efficiency 

and more degree of freedom [5].  Panel data models (both 

random and fixed effect) have been employed for analysis 

which have been examined by Hausman test in order to 

assess the relevance of the model. An association between 

independent and dependent variables have been established 

by fixed effect model considering that each unit plays a 

vibrant role in prediction of the result. On the other hand 

random (effect) model distinguishes from the former (fixed 

model) because the deviation from entities considered not 

correlated and random with explanatory variables. In relation 

to the above facts and the following model have been 

developed:  

Net NPA = αit + β1 CARit + β2 CDRit +β3 CRDRit + β4 CVit + β5 

LMit + β6 NII + β7 OEit + β8 PSAit + β9 ROAit + µit 
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B. Acronyms and symbols

 Net NPA = Net Non Performing Assets

 i = 1, …, 21 (individual bank index)

 t = 1, …, 9 (time index)

 αit = intercept

 β1 to β9 = coefficients for independent variables

 µit = error term

IV. RESULT AND DISCUSSION

Descriptive statistics and correlation values of 

selected variables have been organized and presented in 

table number II and III respectively. Table II presents the 

overall description about the variables used for the study. 

Highest mean value 87.52365 belongs to collateral value 

which indicates that public sector banks provides most of the 

loan against collateral or security, still bank’s loan book 

shows high level of NPA. In table II mean value of capital 

adequacy ratio is 11.81% which is higher than the mandatory 

requirement (9%) as per Basel III accord.  

TABLE I - Acronyms and description of independent variables 

Source: Author compilation through EViews version 11 

TABLE II - Descriptive statistics of variables 

Variables Mean 
Standard 

deviation 
Minimum Maximum 

Observat

ion 

CAR 11.81457 1.472355 2 15.38 189 

CDR 5.587191 1.995316 2.736197 25.30976 189 

CRDR 71.13814 7.443391 46.98763 87.04179 189 

CV 87.52365 6.181546 67.20771 97.30711 189 

LM 55.63748 10.1755 29.22702 83.74879 189 

NII 0.866024 0.241906 0.446008 1.970217 189 

NNPA 4.558307 3.523667 0.35 16.69 189 

OE 1.559286 0.278936 0.926048 2.823742 189 

PSA 34.33243 6.074655 17.53 52.86802 189 

ROA -0.00713 1.052675 -5.49 1.53 189 

Source: Author compilation through EViews version 11 

Observed values of correlation and variance 

inflation factor (VIF) examines the problem of 

multicollinearity. Value of correlation coefficient is not 

greater than 0.8 in table III, which indicates that there is no 

significant problem of multicollinearity among explanatory 

variables. If larger value of VIF found, it indicates more 

collinearity. As per the thumb rule, if VIF of a variable 

found to be greater than 10, it means variable is highly 

collinear. However, all independent variables have lessor 

than 10 VIF value and value of average VIF also found to be 

less than 10 (refer table III). Thus, there is no 

multicollinearity problem in the study.  

Hausman test: To examine the appropriateness of the models 

employed (random and fixed effect) null hypothesis has been 

formulated as the preferred model used for the study is 

random (effect) model. Alternatively, the favored model is 

fixed (effect) model.  

Hausman test results shows that chi square value 

(16.35) and p-value (0.05) is insignificant and allow to reject 

alternative hypothesis. Thus we can say random effect is 

appropriate model for the study. Results of random effect 

model have been presented in table number 4. For robust 

findings, the regression model has been estimated with 

financial determinants of NPA.   

Table - IV Result of random effect 

Independent variables Coefficients t-statistics (p-value) 

Intercept 0.086722 0.020797 0.9834 

Cash  Deposit Ratio 0.035071 0.445596 0.6564 

Credit Deposit Ratio -0.08634 -2.86728 0.0046** 

Priority Sector Advances 0.092992 2.415805 0.0167* 

Loan Maturity 0.001529 0.081492 0.9351 

Collateral Value 0.072025 2.377939 0.0185* 

Non Interest Income 4.455179 6.183691 0.000*** 

Operating Expenses -0.964934 -1.405155 0.1617 

Return of Asset -1.353126 -6.374114 0.000*** 

Capital Adequacy Ratio -0.131649 -1.062383 0.2895 

Source: Author compilation through EViews version 11 

Notes: Hausman test- chi square statistics 16.353405, 

Probability 0.0599. Chi square d.f. 9. *, ** and *** indicate 

level of significance at 0.05, 0.01 and 0.001 respectively.  

Cash deposit ratio does not render statistical 

significant impact on NPA of banks. Credit deposit ratio had 

negative but statistical significant impact on net NPA. 

Higher credit ratio indicates high usage of deposits for 

lending. Negative impact shows that increase in credit 

deposit ratio does not contribute in mounting NPA. This 

finding has support evidence drawn by researchers [13]. 

Advance made by banks in priority sector has statistical 

significant and positive impact on Net NPA. Aggression in 

lending in priority sector is the root cause of mounting NPA. 

This analysis is supported by authors [31]. The coefficient 

value indicates that if priority sector advance increases by 1 

rupee, it will lead to contribute 0.09 rupee NPA. Loan 

maturity do not have significant impact over NPA of public 

sector banks [20].  

Acronym Variables Description 

CAR Capital adequacy ratio Ratio of Capital to risk weighted asset 

CDR Cash deposit ratio Ratio of Cash to total deposit 

CRDR Credit deposit ratio Ratio of total credit to total deposit 

CV Collateral value Ratio of secured advance to total advance 

LM Loan maturity Ratio of term loan to total advance 

NII Non interest income Ratio of non interest income to total assets 

NNPA 

Net Non performing 

assets Ratio of net NPA to net advance 

OE Operating expenses Ratio of intermediation cost to total assets 

PSA Priority sector advance 

Ratio of priority sector advance to total 

advance 

ROA Return on assets Ratio of net income to average assets 
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Table - III Correlation matrix of the explanatory variables 
Variables CAR Cash Deposit 

Ratio 

CV Credit 

Deposit Ratio 

LM NII OE PSA ROA 

CAR 1 0.012088 -0.34975 0.370619 0.096372 -0.09031 -0.21757 -0.28421 0.578754 

Cash Deposit 

Ratio 

0.012088 1 -0.06813 -0.179226 0.034974 -0.01076 0.206057 0.108337 0.032231 

CV -0.34975 -0.068127 1 -0.162254 -0.05469 0.116458 -0.05596 0.380488 -0.32626

Credit Deposit 

Ratio 

0.370619 -0.179226 -0.16225 1 0.092071 -0.21726 -0.22563 -0.5243 0.592183 

LM 0.096372 0.034974 -0.05469 0.092071 1 -0.16168 0.000697 -0.23221 0.035415 

NII -0.09031 -0.010756 0.116458 -0.217258 -0.16168 1 0.251354 0.340983 -0.23578

OE -0.21757 0.206057 -0.05596 -0.225626 0.000697 0.251354 1 0.383004 -0.28549

PSA -0.28421 0.108337 0.380488 -0.524304 -0.23221 0.340983 0.383004 1 -0.51018

ROA 0.578754 0.032231 -0.32626 0.592183 0.035415 -0.23578 -0.28549 -0.51018 1 

VIF 1.854 1.016 1.611 1.485 1.051 1.139 1.26 1.704 1.953 

Average VIF 1.45 

Source: Author compilation through EViews version 11 

Although, loan maturity is positively correlated 

with net NPA of public sector banks. Collateral value has a 

positive and significant association with net NPA. Banks has 

given loans against collateral, this kind of advance is called 

secured advance. Since bank provided loan against 

collateral, it increases the leverage ratio of the banks and 

consequently permits for aggression in lending which leads 

to increase in net NPA. Non-interest income renders positive 

association with net NPA. This result is supported by the 

findings of study [9]. Non-Interest Income (NII) has 

contribution in high level of NPA. Operating expenses has 

negative statistical significant impact on net NPA. We can 

infer that increase in operating expenses to be done by banks 

to maintain operational efficiency, which permits employees 

of credit division to perform better and consequently NPA of 

banks reduces. Return on asset is negatively correlated with 

net NPA of banks. It has a statistical significant impact over 

net NPA. Negative correlation implies that high profitability 

permits banks to cut down NPA. This analysis is also 

derived by authors [7] and [16]. Capital adequacy was 

negatively correlated with NPA as it is the minimum capital 

requirement maintained by the bank which will serve as a 

cushion against potential bad loan. When capital adequacy 

ratio increases, it reduces the burden of NPA. 

V. CONCLUSION

Bad loans are cause of serious concern for public 

sector banks. It not only affects profit adversely but also 

badly impact the operational efficiency of the banks. Panel 

data regression used in the present study indicates that 

endogenous financial determinants influences NPA of public 

sector banks. Credit deposit ratio, operating expenses, capital 

adequacy (CAR) and return on asset (ROA) ratios were 

negatively associated with NPA of public sector banks. 

These determinants can be used to downsize the level of 

NPA as a systematic increase in such variables will reduce 

the burden of NPA. Priority sector advance and collateral 

value have shown positive and statistical significant impact 

over net NPA of Indian PSU banks. Collateral value 

influences banks to extend credit aggressively which causes 

for NPA. Lending in priority sector is done by the banks to 

meet socioeconomic objective of the nation, repayment of 

priority sector advances depends upon monsoon condition 

which is not under control by the farmers consequently NPA 

increases. further, non interest income (NII) has shown 

positive and statistical significant influence while loan 

maturity and cash to deposit ratio does not have significant 

impact over NPA. These endogenous variables indicates that 

public sector banks and policy makers must focus on CD 

(Credit to Deposit) ratio, operating expenses, ROA, and 

capital adequacy ratio in order to manage their NPA. 

NPA of banks affect the financial performance, 

rather financial health of the banks. Bad loans negates the 

profitability of the banks as it affect the lending directly 

which reduces due to higher level of NPA and consequently 

profit from lending reduces. Present study suggests that 

banks and policy makers should adopt more concrete and 

close credit appraisal and follow ups system by following 

lending norms of the regulator entity (RBI). Policy makers 

and banks should formulate the lending policy by 

considering systematic analysis of variables like collateral 

value and priority sector advances as they have significant 

and positive association with NPA.  

Limitations of the study: First, only PSU banks 

have been considered for analysis of NPA with panel 

regression. Private Banks have been out of consideration 

while the NPA problem also exists in private sector banks. 

Second, impact of selected endogenous variables have been 

studied on NPA, macro variables were not considered. Third, 

database related to all independent and dependent variables 

from 2011 to 2019 have been taken into consideration. The 

timeline of the database is limited up to 9 years. There is 

scope to extend the research for extended timeline of 

database and other schedule bank (viz. private banks and 

foreign banks) may also considered for analysis of NPA. 
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Abstract—In Adhoc routed networks, a high proportion of
RREQ packets cause network congestion, which worsens the
data delivery ratio and certain other QoS metrics. For
instance, in modern AODV protocols control network traffic
by advertising detours. It has been established that clustering
algorithms are a good substitute for conventional AODV
routing. K Means clustering technique is therefore chosen
instead of other typical AODV routing equivalents since it is
computationally faster than hierarchical grouping with a
higher number of variables and produces tighter clusters than
hierarchical clustering.

Since mobile hosts run on restricted battery resources, the
lifespan and performance of the network are increased when
energy consumption is reduced. By varying the network size,
and the maximum speed of mobile hosts, four performance
metrics and energy consumption are assessed for networks
with ‘AODV optimized route discovery using K-Means
Clustering’ using NS-3 Simulator. Further, UDP protocol is
used at the transport layer and WiFi helper modules enable
packet transmission over channels in IP V4-based networks.

Keywords— K- means algorithm, Distance vector Routing,
AODV Protocol, Ad-hoc networks, QOS parameters

I. INTRODUCTION

There have been a significant number of studies on
mobile ad hoc networks as a result of the rapid advancement
of wireless communication technologies. Ad-hoc networks
can be enormous infrastructure-based wireless networks,
infrastructure-less wireless networks, or perhaps just ad-hoc
networks. The limit is achieved by the intermediary nodes
that serve as routers in an ad hoc network since the nodes
are mobile and routing between the source and the
destination node is not done over the radio. Ad-hoc
networks are quite active, hence the routing protocol is
crucial to providing quality of service in these networks.
Other crucial aspects of ad-hoc networks to think about are
the dynamic Network Topology, the frequency of network
updates, needs, safety, and energy. Each tier of the ad hoc
network has challenges.

MANET routing protocols use conventional
methods to determine the shortest route from a source node
to a destination node, without taking into account how to
efficiently utilize available resources of the network or
support application-specific performance requirements, and
their main concern is finding the path that is shortest among
all existing paths.

Quality of Service (QOS) is crucial and difficult to
provide in a complicated network. Due to the high node
movement in MANETS, there are numerous routing

problems with regard to delay, discovery time, packet loss,
and power consumption. Even if the network topology
changes, the routing process can still maintain its optimal
routing table. Hence, finding the most efficient route with
efficient resources is key to supporting QOS, for example,
the cheapest or most stable route. This simulation was run in
order to inspect the number of contacts made by the nodes
with each other during a given time of simulation; if the
nodes make stable contacts with one other, such links are
highly durable and are able to predict the path that is
optimal from source node to destination node if those links
are stable links.

Excess research work focuses on operating with the
sensor network the minimum consumption of energy is, so it
can survive for a long time. This is due to the primary
concern in the direction of saving energy excretion of those
batteries that are running sensor ends. Ground breaking
efforts to establish optimal routing methods in wireless
networks analysed by various experts. The ideal routing
system for wireless networks with flat structures has been
put out by Widmer and his crew [1]. Kartalcetin suggested
in [2] to successfully use an entropy-based method to
determine the optimum path in hierarchical wireless
networks with the intention of significantly advancing the
routing process in these networks. In MANET literature,
many approaches have been analysed to fight challenges
encountered in routing using optimization techniques.

Several clustering algorithms have been proposed
to increase MANET clusters' stability. Most clustering
algorithms use weight-based algorithms. Each node's weight
is determined by its limited features. Nevertheless, it can
reduce the accuracy of the weights and cause an incorrect
node to be selected as the cluster head. This paper presents a
K-means clustering algorithm for MANETs.

II. RELATED WORKS

In order to measure the overhead associated with
control messages used to convey position information when
nodes move independently, we had examined a novel
structure. [3] The MARP/MDP describes the ethical set in
[4]. They examined the control overhead, the first final
delay, and the pocket delivery rate as performance
indicators. In [5], merely utilising the topic data from the
local routing table, social diagnostic methods are used to
explain the clustering of dynamic networks.

The primary goals of [6,7] survey are to introduce
the Multipath Routing strategy, along with its fundamental
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difficulties and fundamental justifications for use in wireless
sensor networks. A three-dimensional Gas-Markov
Movement model, which looks more realistic than
memory-wide and random wag, was applied in the [8] study.
[9] describes a highly flexible and effective routing strategy
for ad hoc wireless networks called load-balanced routing
over virtual pathways. In [10] suggests a novel algorithm for
routing of packets in mobile ad-hoc networks that is based
on the neurological network's approach to the WMN routing
protocol.

The hazards and safety objectives that the
temporary network confronts are described in [11]. When
the network configuration changes at regular intervals, as
stated in [12], a heuristic can be used. [13] details the
rooting for IEEE 802.11 WLAN MESH Networks that has
been suggested since March 2006 and is based on the
Current Draft Standard D0.01. The goal of [14], [15] is to
read different QOS characteristics from wireless
technologies like Wi-Fi, Wi-Qi, and LTE, which are
currently the most advanced and promising ones in the
wireless industry.

[16], [17], [18] is a detailed simulation-based
assessment of the impact of mobility samples on the node-
and connection-level functioning of mobile temporary
networks. They consider the Manhattan Movement Model,
City Division, Casmarkov, Random Route, and Random
Direction models for MANET mobility. The maximum
minimum distance mechanism is proposed by [19], [20],
and the conventional K-means approach has been improved.

III. THE PROPOSED SYSTEM
The structure of the suggested system is as follows:

Section 1 describes Dynamic Distance Vector Routing;
Section 2 discusses the AODV (Ad hoc On-Demand
Distance Vector) Routing protocol; Section 3 discusses the
"K-Means clustering Algorithm"; and Section 4 proposes
the use of K means clustering in the AODV routing
technique in the MANET.

A. The Dynamic Distance Vector Routing

The Ford Fulkerason algorithm or the
Bellman-Ford Method are alternative names for the dynamic
vector routing algorithm, which uses a technique to discover
the shortest path between two points. The routing protocol is
used to determine the optimum route between the source
and the target based on its major metro or hops in order to
establish an optimal path. Whereas the routing specifies the
path to the installed node, the distance vector relates to the
distance to the nearby endpoints. The distance vector
routing algorithm (DVR) (Shown in Fig 3.1.1) maintains the
data to choose the path to the destination from the source
and distributes it with other routers in the network.

Considering a scene where all routers are set, run
the remote vector routing method. The network's routers all
communicate remotely with one another. All data is
gathered from routers in the nearby area. The ideal distance
is determined for each router and recorded in the routing

table. This method makes use of the remote vector routing
protocol to determine the best route.

1. Working with DVR Protocols:

The optimal distance from the source to the target
is provided by each router's distance vector routing
mechanism, which is maintained by keeping a routing table
and is utilised to go there. With a neighbour with a direct
link, these tables are updated through information exchange.
The desired outbound tax application or the appraisal of the
time or distance needed to go there are the two aspects of
each item in the tables, and they are both included.

Fig 1. DVR

B. AODV Routing Protocol

The routing system known as Ad-hoc on-demand
distance vector (AODV) was created for wireless and
mobile Ad-hoc networks. This protocol enables both unicast
and multicast rooting and creates channels for where
demand may be met. The Nokia Research Center creates
AODV. Only when the source nodes request it does the
AODV protocol build a path between the nodes. Therefore,
the AODV is regarded as a need and does not contribute to
the amount of bandwidth used for communication through
connections. As long as the sources are needed, the ways are
kept up. In order to unite multicast group members, they
also build trees. The route verifies the refreshment using
AODV line numbers. Except for monitoring a large number
of mobile nodes, they are not self-starting and looping. Until
the connections are deployed, AODV networks are silent.
The network nodes that demand connections publish the
connection request.

The remaining AODV edges keep track of the
connection and the particular node that requested the
message forward. They consequently design a number of
temporary paths to the node they want. Receiving such
messages with a hint that leads to the target node sends a
message backward to the node that is requesting the
temporary routes. By preserving pathways in the routing
table, each node on the track reports times connected to the
source and the target. By erasing the route from its routing
table, a tip cannot perform some route adjustments while the
path is still operational. The data is sent to a back source in
the form of recognised connection spacing and hop-by-hop
information streaming. Each intermediary tip broadens
toward the source rather than taking a detour to a location
that cannot be reached. Data/Information confess the RERR
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during evidence The path will be identified if necessary, and
resumed.

Fig.2 Ad-hoc routing Protocol [21]

C. K-means Clustering

K-Means can be a computationally faster with
large numbers variables by producing tight clusters
hierarchical clustering.

The following diagram describes K-means
Clustering Algorithm,

Fig 3 K-Means Algorithm [22]

Make a clustering method, send it to the local
domain, and add nodes to reroute traffic (Gateway-fronts).
A cluster is formed by a number of nodes, and the local
cooperative among the cluster members is managed by a
CH. The stages listed below show how clustering networks
function; 

The number of SNs is converted into a k count
number of clusters, and the robustness activity is decreased
in the process. The K-means Clustering robustness function,
which is a squared error function that is provided in EQ, is
employed (1).

𝐹 = ∑ ∑ ǁ𝑥𝑖 − 𝑐𝑗ǁ 2  (1)

Where, I represent the data point of the model and is
designated as xi, and j is the reference to the cluster center
of each SN, as shown by

ǁ𝑥𝑖 − 𝑐𝑗ǁ 2

The K-means clustering technique involves four
crucial phases.

1. First, by capturing the k number of centroids at accidental
places, the k clusters are created from the SNs.

2. To form the first cluster, the Euclidean distance to each
SNs k Centroid was determined. Take note that each node
represents the nearest centroid. Another instruction in EQ is
delivered at a Euclidian distance from one end.

𝐸𝑢𝑐𝑖𝑙𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √ {(𝑥1 − 𝑥2)2 + (𝑦1 – 𝑦2)2} (3)

The x and y axis correlates are implemented as x1, x2, and
y1, y2 respectively.

3. Each cluster component is once more processed on the
network once the state of each node is examined from the
previous section.

4. If the centroid's position is changed, go back to step 2
and complete the remaining clustering steps. Finally,
Centroid, which is allocated to the group Networks by
K-Means clustering. Following node clustering, the routing
protocol is used for the AODV routing process.

D. K-means optimized AODV Routing:
1. For the initial route discovery, the K Means

clustering technique is used above its standard AODV
routing equivalents.

2. To identify Cluster heads (best forwarder) and their
corresponding stable clusters, K Means clustering is first
carried out on the network's nodes (Minimum variance).

3. Metrics evaluation results in the selection of a
suitable K Means Cluster head (Best Forwarder), to whom
the RREQ packet is broadcast (or unicasted) 

4. Accordingly, RREP packet is returned to the
originating node (as that in normal AODV routing)

5. It transfers data to the destination after establishing
the route from source source to destination.

6. This suggested pattern predicted the best route for
data flow with force control coming to an end on a MANET

Criteria for Choosing Best Forwarder:

1. Distance from destination
2. Orientation (position) from destination’s receiver
3. Remaining energy of the node
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Fig 5 . Flow Diagram

IV. RESULTS AND DISCUSSION:

In the NS3 simulation tool, the "K-Means-AODV"
approach is used. The typical number of nodes is set to be
10 to 90 in increments of 10 nodes, representing the
simulation's start and finish times as 0.0001-50.0000.

When RREQ packet collisions happen during
AODV routing, it leads to loss of packets in generic AODV
routing. This packet loss results in a drop in throughput and
packet delivery ratio as well as a sharp rise in latency, loss
ratio and other measures. The size of the aforementioned
QoS measures is inversely proportional to the number of
nodes in the network.

AODV routing with K Means clustering enabled is
used to compare the magnitude of these metrics. By
simulating model networks with varying numbers of nodes
at a given data rate of 500 kbps, this non-uniform
relationship along with the effect of congestion and
improvement induced by K Means in AODV networks are
visualised and analysed. UDP is a protocol used by the
transport layer as well. WiFi helper module provide packet
transmission over channels in networks using IP V4 as its
protocol.

Net-Anim is a special application that employs
unique trace files produced by the animated user interface
and displays the simulation map. Based on the QT4 GUI
tool is the Net-Anim Multi-Platform. The stated programme
is utilised to analyse the simulated networks.

Fig 6 Graphical Output

This section gives a thorough overview of the findings from
the "K-MEANS-AODV" method, which uses less energy
overall on the network by shortening the lifespan of mobile
Ad-hoc Networks while still performing better than other
approaches.

The following analysis is done on the QoS parameter
realisation:

A. Packet delivery ratio

The PDR is the difference between the actual number of
data packets delivered at the receiver end and the number
that the sender node initially transmitted. [23] In other
words, it might mean the following:

    No of transmitted packet - lost packet
PDR = -------------------------------------  x 100

 No of transmitted packets 

The difference between the number of packets transmitted
and the number of packets lost to the total number of
packets sent is another definition of PDR. 

No. Of Nodes AODV AODV with
K-Means

10 95.72 99.8221

20 92.17 97.7564

30 76.51 99.8397

40 89.23 99.8396

50 87.33 99.5192

60 72.11 98.0769

70 72.025 96.6346

80 65.22 95.1923

90 27.72 93.75

Table 1: Packet Delivery Ratio
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Fig 7: Packet Delivery Ratio Vs No. of Nodes

B. Dropping Ratio

The percentage of dropped or lost packets to all transmitted
packets is known as the dropping ratio or packet loss ratio.
[23]

No. Of Nodes AODV AODV with
K-Means

10 4.28 0.1779

20 7.83 2.2436

30 23.49 0.1603

40 10.77 0.1604

50 12.66 0.4808

60 27.88 1.9231

70 27.72 3.3654

80 34.77 4.8077

90 72.27 6.25

Table 2: Dropping Ratio

Fig 8: Dropping Ratio Vs No. of Nodes

C. Throughput

The amount of data successfully sent between nodes within
a predetermined amount of time is known as network
throughput. Quantities like bits per second (bps), megabits
per second (Mbps), or gigabits per second are routinely used
to quantify it (Gbps). [23]       

 Packet Throughput =
8 ×𝑅

𝑠

1000 ×(𝐸
𝑡
−𝑆

𝑡 
)

Where , Et is the simulation’s end point
St is the simulation’s start point

and Rs is the size of the packets received.

No. Of Nodes AODV AODV with
K-Means

10 50500 50433

20 42052 51532

30 40362 52631

40 47121 52561

50 46041 52462

60 38016 51701

70 38100 50940

80 34383 50179

90 14615 49418

Table.3: Throughput

Fig 9: Throughput Vs No. of Nodes

D. Delay

The time it takes for a message to travel from its source to
its destination after leaving it, beginning when the first bit
leaves the source and ending when the last bit arrives at the
destination, is referred to as delay in a network. Delay is
also known as latency.
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Latency = Time taken for Transmission +Time taken for
Propagation +Time taken for Processing +Time taken for
Queuing is the formula that determines it.

No. Of Nodes AODV AODV with
K-Means

10 74750 7606

20 60899 11724

30 29486 12420

40 25800 32995

50 63759 10693

60 663825 22314

70 351091 24363

80 638452 32361

90 938891 34321

Table 4. Delay

Fig 10: Delay Vs No. of Nodes

IV. CONCLUSION
This study has improved the performance of QoS
parameters by utilising a new K-Means cluster dynamic
approach. Performance evaluations of the performance
measures are performed on a variety of scenarios with
various node counts. K Means clustering technique was
used in place of other standard AODV routing equivalents
because it is computationally faster than hierarchical
grouping with a greater number of variables and creates
tighter clusters than hierarchical clustering. The use of K
Means Clustering in AODV Routing has subsequently
improved the network's QoS measures, such as High Node
Delivery Ratio, Reduced Network Delay, etc. For
congestion control, a highly adaptable route discovery and
route-failure recovery mechanism enables the development
of a more effective way. Utilizing the most effective route
discovery strategy for congestion control avoids packet
collision and subsequent packet loss. Future research using
optimization techniques and other computer tools will look
at more effective solutions.
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Abstract—Inside the process of their work, logistics 

companies are constantly confronted with concerns about 

specific products, such as product identity verification, which 

is used in a variety of ways, including the use of barcodes, 

which are a simple way to convey specific information about a 

product. But, recent technological advancements in the field of 

product security have resulted in RFID, or Radio Frequency 

Identification, which may be used to monitor and detect 

product details far more easily than the current barcode 

system. With the advancement of new technology from the 

RFID system known as NFC, which stands for Near Field 

Communication and has a higher level of security, this project 

aims to develop NFC-based applications to ensure the 

authenticity of products and to make it easier to transfer items 

from warehouse to store. This system is made up of NFC 

modules that may be attached to any module and will be 

programmed using Microsoft Power Apps. NFC is an 

abbreviation for Near Field Communication. This is a short-

range radio technology that allows communication amongst 

people who live in different parts of the country. This location 

will be used. Together with the card or tag in the shape of a 

sticker or a longer card, it has an antenna for communication 

with NFC, which allows information to be read from the card. 

Data will be stored on a smartphone in order to provide 

specific information about a product's identity. Now that the 

tag has been created with the identity of a certain item, it may 

be scanned with a smartphone to obtain the necessary 

information. 

Keywords—— Barcode, Radio Frequency Identification, 

RFID, Near Field Communication, NFC. 

I. INTRODUCTION 

Internet technology has made tremendous strides in 
tackling information-sharing challenges with the 
introduction and ubiquity of information technology. An 
increasing number of enterprises are implementing factory 
automation, Intelligent information storage management 
systems and workplace automation. The quick development 
of information technology has made it possible to assess an 
enterprise's market competitiveness with great power. As a 
result, developing a comprehensive enterprise inventory 
management system is essential to meet better the emerging 
requirements of corporate inventory management and 

enterprise inventory management efficiency [1]–[5]. 
Warehousing, bringing items out of the warehouse, taking 
inventory, processing cargo, storing, distributing, and other 
processes are examples of storage-related activities. The 
storage management system must reg upstream and 
downstream unit information logistics provide statistical 
reports to the appropriate storage units because storage acts 
as a link in the logistics of upstream and downstream unit 
information. Storage comprises three stages: warehousing 
operations management, stock management, and outbound 
management [6]–[10]. Historically, an inventory list that can 
be read by humans and adhesive labels have been used to 
track these devices. That used an NFC tag-based 
performance conditions by an Android application, a new 
inventory strategy was developed to simplify data collection 
[11]–[16]. 

NFC creates a communication link between devices 

close together (up to 10 cm) [17], [18]. NFC has several uses 

since it can transmit data between devices or between a 

device and an NFC tag. Despite minor variations, these tags 

are uniform, and the data is stored in the NDEF format (NFC 

Data Exchange Format). Data can be stored in increments 

ranging from 48 bytes (Ultralight) to 888 bytes (depending 

on the tag type) (NTAG216). The commonly used 

NTAG203 and its successor NTAG213 tags have a storage 

capacity of 144 Bytes [19]. Based on the RFID standard 

(ISO/EIC 14443)[20], NFC is an ISO/IEC 18092 short-range 

wireless connection standard [21], [22]. The atomic pieces 

that link the physical and digital worlds have been identified 

as NFC, Wireless Sensor and Actuator Networks (WSAN), 

and RFID. In the year 2015, "five percent of the 600-650 

million near-field communication (NFC) equipped phones 

will have been sold" [23]. NFC technology combines a 

smartcard and a smartcard reader into a single device, 

usually a mobile phone. The NFC device is embedded in a 

mobile device like a phone. NFC tag with no battery that 

relies exclusively on the electromagnetic field created by the 

smartphone NFC link [9],[10]. 

The system being proposed is based on NFC 

technology, RFID’s replacement. Because of the nearby 

digital communication and some authentication encryption 
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algorithms that will be utilized to avoid 3rd hacking or 

reprogramming, this technology is more secure than its 

predecessor. It is, however, still in its early stages [26]–[29]. 

Nokia, Sony, and Philips collaborated in 2004 to create a 

near-field communication technology standard [30], [31]. 

NFC is based on principles and the inductive coupling 

interaction between magnetic and electrical fields. Nokia 

manufactured the first NFC-enabled mobile phone in 2006. 

However, after Samsung unveiled the Nexus S smartphone 

in 2010, business interest in NFC-enabled mobile phones 

exploded and significantly increased market 

acceptability[32], [33]. 

NFC devices come in passive and active varieties[34]. 

Passive devices that don't produce their own RF field are 

powered by active devices' RF field. Similar to RFID tags, 

passive devices, usually referred to as tags, feature an 

antenna and memory that can be read-only, rewritable, or 

writable just once[35]–[38]. For example, cell phones with 

NFC capabilities can switch between active and passive 

modes. In active communication, both devices generate their 

own RF field to transfer data, whereas in passive 

communication, only the initiator develops the RF field to 

transmit data. NFC is an RFID-based communication 

technology that has lately been widely deployed in 

smartphones and other mobile devices[39]. A reader-like 

smartphone responder-like passive NFC tag is typically 

included in a comprehensive NFC system. Any NFC-

enabled device, such as a smartphone, can wirelessly 

activate the NFC tag with an alternating magnetic field and 

transfer data with the tag via signal modulation using 

inductive coupling[40], [41]. 

The Type 4 Tag Platform must include the NDEF Tag 

Application. The NDEF Tag Application saves NDEF 

messages on a Type 4 Tag Platform, which has a file system 

that supports at least two EF files and the NDEF file. In EF 

files, the byte with the lowest offset value is the Most 

Significant Byte (MSB), while the byte with the highest 

offset value is the Least Significant Byte (LSB)[42]. A 

legacy platform supports a subset of a Technology (also 

known as a Technology Subset) that employs a specific 

subgroup of NFC Type A or NFC Type B technology, 

including anti-collision. 

It was planned to use a tag-based supply chain. To mark 
objects, barcodes, QR codes, and RFID tags been tried[43]. 
Barcodes and QR codes aren't pursued different reason: 
initially, establishing human-readable tags would necessitate 
the use of a specialist label printer, preventing device 
“decentralized” tagging; and second, establishing human-
readable tags might necessitate the use of a specialist brand 
machine, preventing device “decentralized”, Similarly, when 
those tags have been established, the information they keep 
is constant, which was a significant disadvantage because the 
new supply chain must be able to activate locally, which 
meant that accessing or modifying product data by a gadget 
within immediate control required for being able even 
without a database connection. In this scenario, NFC tags 
were the only option. Like a result, the NFC tags blazed a 
profitable trail because many gadgets already support NFC. 
As a result, living thing stock labels could be covered with 
NFC tags, allowing inventory information to be received and 
updated by verifying the tag by an NFC-enabled mobile 

phone. Using a smartphone as a sensor reader would result in 
significant cost savings and ease of market entry. 

II. RESEARCH METODOLOGY

This research was carried out by applying the stages in 

accordance with Figure 1, which started from the design 

stage then carried out the stage of collecting tools and 

materials, then carried out the manufacturing and 

assembling stages of the tools, then the tool testing stage, 

after that there was a design if not carried out the stage 

modification, if yes, the next stage of observation and 

analysis of the tool is carried out. 

A. Inventory Management

Inventory management is a task that monitors and

maintains ideal stock composition to improve productivity, 

efficiency, and effectiveness in business operations. A good 

inventory management system is essential for any business 

when carrying out its operations. Inventory management is 

the process of managing the procurement or inventory of 

products owned by an office or company to carry out its 

operational activities; a business activity cannot be carried 

out without inventory [44]. 

B. Microsoft PowerApps

PowerApps is a platform-agnostic service for developing

applications. This application performs best on a 

smartphone or tablet. PowerApps is a business tool. 

PowerApps can be built entirely in a browser, optimized for 

mobile use, and can connect to a large amount of data. After 

creating an app in PowerApps Studio, you can provide user 

access. PowerApps' 'runtime' application is used to launch 

applications on mobile devices. This runtime application is 

known as 'players' and is available for Android, iOS, and 

Windows Mobile devices. In addition, PowerApps allows 

you to connect to a database[45], [46]. 
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C. Near Field Communication

Near Field Communication (NFC) combines near-field

identification and interconnection technology, allowing for 

near-field communication between mobile phones, 

consumer electronics, PCs, and smart objects. NFC is a 

sterile solution for storing data in an ever-expanding and 

interconnected world, allowing faster and easier 

communication. NFC was created by Charles Walton, who 

first used RFID in 1983 and then improved the technology 

so that it grew to become NFC. NFC communication, a 

13.56 MHz signal that allows a bandwidth smaller than 424 

Kbit/s is used[47], [48]. 

D. NFC TAG

NFC tags serve as ultra-portable devices and compact

reading systems to measure an object quantitatively. The tag 

comes with a mobile phone installed a newly developed 

program based on Near Field Communication (NFC), which 

is no stranger to Identification such as Radio Frequency 

(RFID). Tags that are directed can activate NFC tags 

(without battery). NFC tags, in general, do not have a daily 

source. In addition, they receive compensation from Radio 

Signal Frequency (RF) readers. A limited amount of 

information can be stored in an NFC-enabled memory. 

Memory capacity varies depending on the IC chip[49], [50]. 

E. NFC Data Exchange Format (NDEF)

The NFC Forum has produced a Signature Record Type

definition to avoid confusion. The NFC Data Exchange 

Format now includes a digital signature. As a result, 

recipients of NDEF communications might develop trust in 

the data they receive. The NFC Data Exchange Format is 

used to organize the data in tags (NDEF). A standard format 

called NDEF is used to store structured data on NFC tags 

and transmit data across peer-to-peer networks between two 

NFC devices. The NFC Data Exchange Format establishes a 

standard format and guidelines for sharing data structures 

using NFC. NDEF records contain application-specific data 

structures as well as type information. An NDEF message is 

made up of many documents. Shows the layout of an NDEF 

record type A and an NDEF message type B[51]. 

F. SMARTPHONE

A smartphone is an essential tool for meeting various
consumer needs and expectations [52]. Smartphone 
applications can be beneficial and enjoyable for users, 
resulting in user satisfaction. Smartphones are now equipped 
with advanced features such as NFC technology (that is, 
Smartphones with NFC-Enabled). This has effectively 
transformed smartphones into a part of people's daily lives. 
Because of NFC, new items are being added to the existing 
ones. Smartphones with NFC capability are commonly used 
for various purposes, one of which is inventory 
management. However, not every smartphone supports NFC 
in the vicinity. In NFC, smartphones are used as NFC readers 
and to enter NFC tags. 

III. RESULT AND ANALYSIS

A. Planning Interface

1. Login Page Display

The login page is where the user enters the username and
password to enter the system because the login page is the 
entrance to a system. 

Fig.1 Login Page Display 

The Login page is the first to appear when the system is 

operating and is also the admin's Login page. You must 

submit a username and password in order to log in before 

you can access the admin system's main page. 

2. Main Page

This page contains the main menu for the inventory
tracking application. 

Fig.2 Main Page 

Based on the image above, it is clear that the system's 

home screen has a number of menu links, including Read 

NFC, View Stock, and View Stock Progress. System 

visitors are welcomed on the primary page. 
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3. NFC Tag Reading Form Display

The image below shows the form that the user will fill in
in the form of computer specification data in the laboratory 
that will be included in the NFC tag. 

Fig.3 NFC tag reading form display 

The NFC Read screen serves as a display for object 
detection. This screen displays data from a product that 
already has an NFC tag attached to it. 

4. Display Login Page on Website

The login page is a page where the user enters a
username and password so they can enter the system 
because the login page is the entrance to a system. 

Fig.4 Display Login page on website 

5. Display Login Page Display Home on Website

The home page is the main page of the Inventory
Tracking System which contains a description and also 
contains the Inventory menu, reports and logout. 

Fig.5 Display login page display home on website 

6. Display Report Page on Website

After all module data is written into such NFC tag and
stored into the dbms, the data was taken and displayed to the 
user. 

Fig.6 Display report page on website 

B. Making an Inventory Application using PowerApps

1. Coding NFC

NFC Coding to activate the NFC reader on a smartphone
which is automatically activated immediately. 

Fig.7 Coding NFC 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 89



This is an illustration of nfc coding used in Microsoft 

Power Apps to produce nfc values. 

2. Result Coding NFC

NFC coding results on PowerApps to activate the NFC
reader and automatically activate 

Fig.8 Result Coding NFC 

As seen in the image above, information is displayed after 

nfc has been set up to receive from nfc tags. 

C. System Testing

The black box method is used for inventory system
testing. Black box testing involves determining whether the 
system under development agrees with the functional 
specifications. 

Table 1. System Planning 
NO Test Scenario Expected results Conclusion 

1. 

open the 

smartphone 

application 

application view successful 

2. Menu Sign In home page successful 

3. read tags home page successful 

4. open system menu system view successful 

5. 
enter the admin 

page 
admin page successful 

6. enter the user page user page successful 

IV. CONCLUTION

NFC is a solid foundation for the answer for 

logistics businesses because it can facilitate and speed up 

performance when looking for or finding goods and 

calculating the amount of an item. because all you need for 

the NFC work procedure is an NFC tag and an NFC reader. 

This makes the use of NFC as a developing technology by 

logistics or inventory-based businesses highly suggested. 
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Abstract— ICTs drive agriculture to be more productive, 

sustainable and green. In the context of the global carbon 

reduction mission, how the agriculture industry will contribute 

becomes the main target of our observation. This paper 

surveys the global research findings on how digital 

technologies can contribute to modern agriculture and 

provides an in-depth discussion on the key technologies, key 

approaches and methods for digitally driven agriculture to 

help reduce carbon emissions. The study finds that ICTs-

driven digital agriculture has an impact on carbon emission 

reduction from two main perspectives: digital technologies 

improve agricultural production efficiency and reduce carbon 

emissions; digital technologies better enable the measurement, 

labelling and trading of agricultural carbon sinks, which 

indirectly has a positive impact on global carbon management. 

The main ICT technologies mainly include the Internet of 

Things, blockchain, big data technology and cubic planting 

technology, on top of which we designed an agricultural 

resource management platform that can support the overall 

management of carbon resources and the measurement of 

green efficiency in agriculture. 

Keywords: ICT; Digital Agriculture; Internet of Things; 

Carbon Reduction 

I.  INTRODUCTION

Food is the head of government, and an adequate and 
stable supply of food is the basic guarantee of world peace 
[1]. The international situation is volatile, with frequent 
climate extremes striking the region, greatly affecting 
agricultural production and trade, and further affecting 
regional security and stability. Generally, the challenges in 

agriculture include：1) The low level of education of rural 
workers leads to low agricultural productivity [2]; 2) Impacts 
of climate variability and extreme weather on cereal 
production [3]; 3) Decrease in arable land and increase in 
food demand as the global population grows [4][5]; 4) Land 
area decrease with urbanization. 

In general, there are 3 ways to reduce costs and increase 
efficiency in agriculture: 1) Improve land usage efficiency, 
including but not limited to large-scale land transfer, 
development of cubic agriculture, and cooperative economy; 

2) Increase scientific and technological participation in
agriculture, including but not limited to development of
advanced breeding technology, advanced field management (
such as drip irrigation technology, precision fertilization),
and adoption of advanced agricultural machinery; 3)
Establish globalized and strict sustainable development
response strategies, such as carbon reduction targets, climate
finance, etc. And Intelligent and Sustainable greenhouse
farming provides the possibility for the above: using
industrialized/commercialized means to set new goals for
agricultural development, bringing together green energy
systems, cubic multi-level production systems, intelligent
and refined operation management systems, and Green
Financial Aid systems on limited space, making food
production more efficient, Greenhouse gas negative
emissions, and agricultural operations more efficient.
Provide more surplus labor for society and more healthy
food, while having a positive impact on climate change.

This paper investigates digital involvement in agriculture, 
concludes the trends of digital agriculture, and argues that 
digitally driven agriculture will contribute to the UN 
Sustainable Development Goals (SDGs), especially in the 
area of climate change. 

Based on desk analysis and a survey of real-world cases, 
we recognize IoT, SaaS platforms and Robotics as three core 
technologies, in addition to the importance of artificial 
intelligence (AI), drones and other technology applications. 
This mainly depends on two different technology paths: 
large-scale farms and modular greenhouses. The large-scale 
farm will involve more weather forecasting, remote sensing 
detection of crop growth and automated operating machines, 
while greenhouse farming reduces the reliance on forecasting 
technology and large intelligent equipment because more 
trace data and higher certainty are collected, while the 
operating platform is small and space is limited. 

We propose a new architecture containing three 
subsystems: Solar Harvesting, Distributed Grid, Geothermal 
Circulation, Biogas Production, Cubic Integrated Production, 
and Carbon Trading, and dismantle the technology from four 
perspectives: " Device – Network - Cloud - Application". 
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The second chapter of this paper analyzes current trends 
in agriculture, and cases of digital technology empowering 
modern agriculture. Next, we elaborate on the framework 
model, an ICT-driven, climate-friendly, integrated 
governance system for digital agriculture in the third chapter. 
Then in the fourth chapter, we discussed the essential 
challenges and opportunities and concluded. 

II. RELATED  WORKS

A. Several trends of development of modern agriculture

1) Agriculture has been transformed from a 

"subsistence" to an open, profit-making economic entity. 

The land is the most primitive and fundamental factor of 

production and is often used as a tool for capitalists to 

exploit and enslave others. Therefore, with the development 

of human civilization, the land was distributed to 

individuals or families in a decentralized manner, and 

obviously, the goal of agricultural production was to 

provide food for the whole family. Except for a few 

countries and regions where there was substantial land 

affluence and therefore the ability to provide food for 

others, most countries and regions of the world were not yet 

able to guarantee basic food self-sufficiency. However, with 

advances in agricultural technology and the lack of growth 

in emerging markets, agriculture is gradually changing from 

a "food security base" to a "profit-making business".[6] This 

change in thinking is the fundamental driving force behind 

the emergence of digital technology, new economic 

organization models, new agricultural business models and 

"new farmers". 

2) Horizontal intensification (cooperatives) and vertical

integration (deep processing, whole industry chain) in the 

agriculture-related industry. Since agriculture has just 

undergone the transformation from "self-sufficiency" to 

"commercial profitability", most agricultural production is 

still at the stage of positive scale efficiency, therefore, 

driven by efficiency and profit, the agriculture-related 

industry has shown the basic characteristics of integration 

and expansion in both horizontal and vertical directions. 

expanded base characteristics. Originally farmers and 

producers relied on low-frequency buying and selling to 

maintain cooperation, and a series of production alliances or 

consumer alliances, cum cooperatives, have been derived to 

enhance their interests. Members act in concert to increase 

bargaining power or share costs against risk [7]. At the same 

time, to increase the transparency of the production supply 

chain and the added value of primary agricultural products, 

food processing companies and agricultural supply 

companies are coincidentally expanding upstream and 

downstream of the industry chain to create a perfect benefit 

linkage system, to take in higher profits or more stable 

income [8]. Whether horizontal or vertical cooperation, 

agriculture-related industries have promoted the 

development and promotion of multiple mutually beneficial 

systems in the agricultural industry, such as cooperative 

units and contract farming models. 

3) Agriculture becomes a technology-intensive industry

(application of advanced technologies). Modern farms and 

agriculture show a completely different shape than before. 

Benefiting from the changes in agricultural development 

thinking and agricultural cooperation mechanisms, it has 

become possible to adopt high technology on a large scale 

for cost reduction and efficiency. Firstly, through various 

sensors and remote sensing devices, new farmers no longer 

need to estimate and judge the state of agricultural operation 

through naked-eye observation; Secondly, based on 

information technology, intelligent devices and robots, 

farmers no longer need to fertilize, water and kill pests 

evenly on the whole field; through the assistance of 

intelligent systems and tools, new farmers can carry out 

field management and resource allocation with the least cost 

and the most accuracy; finally, through the use of advanced 

auxiliary tools, human capabilities will be greatly expanded 

to enable agricultural production to expand into areas that 

are difficult to reach by traditional farmers and overcome 

the constraints of natural conditions. The ultimate goal is to 

achieve maximum crop production, less use of fertilizers 

and pesticides, less negative environmental impact, a safer 

working environment and a safer food supply. 

B. Example of technology and solutions in digital
agriculture

Agricultural automation and robots are beginning to gain
traction among farmers as demand grows and labor shortages 
occur around the globe. In the U.S. alone, crop production is 
decreasing by an estimated $3.1 billion per year due to labor 
shortages. ICT-driven digital agriculture can not only 
mitigate labor shortages but more importantly, use advanced 
predictive and decision-making technologies to conduct 
agricultural production more efficiently. We will explain the 
technology and applications in digital agriculture in the 
following scenarios. 

1) Cubic Production System: Cubic agriculture also

named container farms grow crops in repurposed shipping 

containers and often uses vertical farming techniques. Cubic 

agriculture refers to the clever use of crop space, time 

differences and other biological characteristics to implement 

cubic planting and mixed stereo-culture methods such as 

intercropping, mixing, spread, hanging and framing, so that 

multiple crops can match and circulate with each other in an 

ecosystem. The earliest Cubic Production System named 

"mulberry-based fish ponds", "cane-based fish ponds" or 

"fruit-based fish ponds", which can be traced back to more 

than 2,000 years ago, and they use rivers and low-lying land 

to dig ponds to cultivate the foundation, ponds to raise fish, 

the base surface planting mulberry, cane, fruits, vegetables 

or forage [9]. Cubic agriculture effectively uses natural 

resource conditions to achieve increased yields and quality, 
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significantly increases the economic value generated by 

crops, and improves soil physical and chemical properties. 

This approach is often combined with greenhouses where, 

with the help of IoT sensors, farmers can obtain more 

accurate information about greenhouse conditions, such as 

lighting, temperature, soil conditions and humidity, 

allowing for manual intervention in the greenhouse 

environment. And then maximize the use of spatial 

resources and counteract different seasonal conditions, thus 

maximizing economic benefits. A typical cubic production 

system would also include the following 5 subsystems

（Shown in Figure 1）： 

a) Lighting System： Lighting and supplemental light

for plants in the shed to promote growth, or insect trap lights 

to reduce pests for pesticide-free spraying 

b) Water Pump System： Provide water and power for

sprinkler and drip irrigation performed for crop watering, 

cooling, fertilizing or insect killing 

c) Temperature Control System： Heaters are used to

achieve a more suitable growing environment for the crop, 

especially in winter or at night when the temperature is low 

d) Air System：  Fans are used to create a natural

breeze or natural air circulation effect, and to replenish 

carbon dioxide needed for plant growth, etc. 

e) Sensor Network： Monitor temperature, humidity

and light level of the air and soil inside the shed, and the 

temperature, humidity, wind speed, wind direction, light 

level and other environmental changes outside the shed at 

all times 

Figure 1.  Cubic Production System 

2) Precision Agriculture and Variable Rate 

Technology： Precision agriculture (PA), also known as 

"prescription farming" or "variable rate technology"[10]. 

Again, PA is not a single technology, but rather a solution 

that encompasses a suite of technologies. PA is often tied to 

time, space, etc., and emphasizes the heterogeneity of 

different crops so that management techniques can be 

implemented to differentiate policies. It is based on the 

combination of soil, climate, and plant characteristics 

detected and detected by sensors, which are matched with 

location information to carry out specific replenishment for 

specific locations based on a model of the ideal impact 

requirements of the crop, thus ensuring optimal growth in 

each area, for each crop, at each moment. Variable Yield 

Technology (VRT) describes any technology that enables 

producers to vary crop input rates. VRT combines variable 

rate control systems with application equipment to apply 

inputs at precise times and/or locations to achieve site-

specific input application rates. VRT can be classified by 

category： 

 Fertilizer VRT

 Crop Protection Chemistry VRT

 Soil Sensing VRT

 Seeding VRT

 Yield Monitor VRT

 Irrigation VRT

3) Global Positioning System： The Global Positioning

System（GPS）  provides accurate geographic location, 

vehicle speed and precise time information anywhere in the 

world and near-earth space. When GPS modules are 

installed in tractors, combines, sprayers, etc., the sexy thing 

happens: just enter the range coordinates and the machine 

automatically starts working; the user tells the onboard 

control system via collection or laptop, sets the path, and the 

machine follows the intelligent path autonomously [11]. 

This not only allows the operator to avoid driving but also 

to avoid human emotions through mechanical trust, which is 

very important in some scenarios. For example, avoiding 

repeated sowing and maintaining a constant furrow spacing. 

This will greatly improve the efficiency of farm cultivation 

and reduce the loss of seeds, pesticides and fertilizers, and it 

has proven to be easier to trust a machine than a person. 

C. Sustainable Agriculture and Carbon Reduction

Carbon fixation by plants through photosynthesis is by
far the largest contributor to climate change [12]. However, 
when we discuss carbon fixation by photosynthesis, we often 
do not count the amount of carbon fixed by crops, because 
the carbon fixed by photosynthesis of crops eventually 
returns to nature through edible decomposition or humus 
decomposition. Therefore, the contribution of agriculture to 
carbon emission reduction will only be realized from the 
following three paths: 1, green energy storage projects 
without affecting crop production; 2, scientific and 
technological inputs to reduce direct carbon emissions in the 
agricultural production process; 3, green agriculture access 
financial market. Therefore, it also gave birth to the 
"photovoltaic + agriculture" modern agricultural model. 

Photovoltaic agriculture will combine the organic 
combination of traditional agricultural planting and 
photovoltaic power generation to achieve more efficient 
energy collection and more efficient food output by making 
full use of the vertical space of the land. Photovoltaic 
agriculture does not change the nature of the land and uses 
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industrial and high-tech means to promote modern and 
efficient agriculture, including agricultural container planting 
and breeding, VTR irrigation, fertilization, harvesting, pest 
control and agricultural machinery power. On the one hand, 
photovoltaic power plants can use low-cost agricultural land 
to generate electricity directly or to supplement light at night; 
on the other hand, photovoltaic power generation systems, 
photothermal systems and new nano-biomimetic 
photovoltaic film technology are integrated and grafted into 
traditional greenhouses to convert wavelengths for crop 
absorption and enhance photosynthesis according to the 
needs of different plants growing on different wavelengths of 
light. 

At present, " Photovoltaic + Agriculture" mainly contains 
3 types (as shown in Figure 2). 

1) Fishery-photovoltaic:[13]PV equipment is mainly

built on the lake or sea surface, and the light distribution 

system is adjusted according to the light characteristics. At 

the same time, it supports the growth of fish resting or other 

aquatic products under the light. 

2) Agro-photovoltaic:[14]It mainly combines the 

production activities of vegetables, mushrooms, forestry and 

poultry with the photovoltaic electric field. It can not only 

solve the decomposition of solid waste organisms, but also 

improve the physical and chemical environment of planting 

soil, and can better realize the development of precision 

agriculture and low carbon production. 

3) Pastoral-Photovoltaic:[15][16]This model is mainly

applicable to pasture areas with poor land. By adopting a 

high bracket and adjustable tilting angle photovoltaic 

bracket system, the upper space is used for photovoltaic 

power generation, which covers less than 35% of the land, 

while the lower space is used for staple food planting or 

livestock breeding such as cattle and sheep, and can realize 

small and medium-sized mechanical farming, supporting 

water-saving irrigation system and livestock growth 

monitoring system. 

Figure 2.  Schematic diagram of Photovoltaic Agriculture based Internet of Things  [17]

     Photovoltaic Agriculture gives full effect to the 
comprehensive land use benefits through the superposition 

of industries to achieve SDGs: improve agricultural 

management, effectively use land resources, higher crop 

productivity, and break the land dilemma of photovoltaic 

power generation. With 40MW installed capacity, it can 

generally cover 177 triplex greenhouses (each covering an 

area of 2200 square meters) totaling 430,000 square meters 
of standing land, which can reduce 56,800 tons of carbon 

dioxide and 477.6 tons of sulfur dioxide per year (as shown 

in Table I). Equivalent to planting nearly 520,000 trees and 

nearly 37,800 economy cars stopping driving for one year. 

TABLE I. PHOTOVOLTAIC AGRICULTURE OUTCOMES A 
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Items Units Value 

Annual power generation kWh 70,000,000 

Saving standard coal tons 21,600 

Emission reduction of CO2 tons 56,800 

Emission reduction of 

sulfur dioxide 
tons 477.6 

Emission reduction of 

nitrogen oxides 
tons 160.8 

Emission of soot tons 325.6 

A. Take the installed capacity of 40 MW as an example

III. TECHNICAL FRAMEWORK FOR ICT-DRIVEN DIGITAL

AGRICULTURE 

A. System Architecture

We offer a new framework, an ICT-driven integrated
governance system for modern agriculture. By integrating 
two subsystems: solar energy harvesting and geothermal 
circulation, we provide energy management for planting or 
breeding; the cubic integrated production system provides 
multi-level and multi-dimensional planting and breeding of 
different crops and livestock; the biological humus is 
accelerated and decomposed by biogas production system 
and used to improve soil physicochemical environment; the 
excess energy and carbon credits are traded in the financial 
system. The combination of "green energy - green 
production - green finance" can not only greatly reduce 
carbon emissions in agricultural production, but also 
accelerate carbon emission reduction through financial 

instruments（shown in Figure 3）.  

1) Energy Management Module. Connect two energy

systems, solar and geothermal, and realize the functions of 

energy collection, situational awareness and energy 

distribution. Including but not limited to the light sensing 

subsystem, thermal cycle monitoring subsystem, thin film 

light splitting subsystem, plant supplemental light 

subsystem, temperature control subsystem, etc. 

2) Cubic Agriculture Module. Above-ground multi-level

crop planting is achieved by matching the constraints of 

different plants on light, temperature and air conditions; this 

can be supplemented by breeding or special categories of 

plants planted above or below ground. A typical cubic 

agriculture scenario is to grow sun-loving cash crops on the 

bottom level, conventional vegetable cultivation on the 

middle level relying on supports, shade-loving and wind-

sheltered crops or poultry farming on the ground level, and 

earthworm farming and potato cultivation on the ground 

level. Likewise, the substrate can be a fish pond. 

3) Green Finance Module. The green financial system is

what distinguishes our discussion from traditional pure 

engineering. Numerous pieces of evidence show that the 

introduction of green financial tools will facilitate the 

application of more capital, talent, and technology in 

agriculture, and provide the impetus for green and 

sustainable agricultural development. Just as Silicon Valley 

Bank has supported the entire world innovation valley, 

green agricultural tools will also provide stable financial 

support, sufficient green incentives, and a foundation for 

higher efficiency development in agriculture [18]. 

Figure 3.  ICT-driven Integrated Governance System for Digital Agriculture 

B. Detailed Modular Design

From another perspective, we can have a clearer
understanding of ICT-driven digital agriculture. End-point 
- Channel - Cloud service Platform - Scenarios. This
would be a clearer way of thinking to understand our
framework. We can also call it ‘Device – Network – Cloud
- Application’(shown in Figure 4).

1) Device. Here the device includes two types, sensors

and a workbench. But here we are only interested in all 

information acquisition and situational awareness 

functions and do not consider the intervention role of the 

device. This includes temperature sensing (in the air and 

the soil), light sensing (to support the work of the light-

harvesting system, the light splitting system and the light 

filling system), CO2 and nitrogen sensing, pressure 

sensing, etc. This is both the sensing of the environment 

and the monitoring of agricultural work. The many 

sensors form a sensing network that digitizes and dataizes 

agriculture so that even a person without any agricultural 

experience can understand the current process, the 

ripeness of each tomato, and the optimal growth needs of 

each apple tree. 

2) Network. The Network can be explained as the

Channels, sharing information and distributing 

instructions. Even on farms of hundreds of square miles 

or inaccessible mountain abysses, advanced networks 

with low power, high transmission speed, ubiquity, low 

latency, and high security can deliver information to 

decision-makers and instructions to the workbench on 

time. This reduces the need for human resources and also 

expands human capabilities [19].  

3) Cloud. Digital agriculture requires the assistance of

ICT not only in data collection and transfer, but also in 

information processing and decision-making beyond the 

capabilities of ordinary people. Based on big data, 

complex systems and multi-objective decision-making 

dilemmas, cloud storage, cloud computing and cloud 

services become core tools to solve these. An experienced 

farmer or scientist only needs to set the desired goal, and 

then cloud computing can help him parse out the most 

reasonable task assignment and operation path. For 

example, let harvesters complete the task of harvesting 

wheat in the shortest path while ensuring that they do not 
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cause harm to other people's wheat fields, not to mention 

forfeiting their legitimate gains. 

4) Application. Applications can likewise be divided

into two categories, one for the issuance of orders 

(management portal) and one for the execution of orders 

(workbench). Either scenario focuses only on "human & 

decision" centered information presentation and 

instruction execution. For example, an expert can get 

information about the operation status of a farm from a 

dashboard, know the growth status of a corn plant from an 

information map, or give a task order to a harvester from 

a remote cockpit.  

Figure 4.  ICT-driven Integrated Governance System for Digital 

Agriculture 

IV. DISCUSSION AND CONCLUSIONS

ICT-driven agriculture transforms traditional 
agricultural activities into data collection and situational 

awareness, data transmission， analysis and deposition, 
data identification and decision-making, and agricultural 
activity execution and exchange, which changes 
agriculture dramatically. With the application of advanced 
ICT such as automated devices, GPS and satellite internet, 
and drones, agriculture will become a new technological 
showcase and will have a huge positive impact on 
agriculture, rural areas, and farmers, and make a huge 
contribution to the security of food supply, ecological 
environment, and the climate change for the world.  

But while the future of ICT-driven digital agriculture is 
promising, several challenges have come to light: 

1. System Integration is Hard. Agricultural activities
exhibit typical regionalization, which is closely related to 
climate, geography, culture, etc. This has a huge impact on 
the way on the portfolio of technologies or solutions. 
Digital agriculture cannot solve all problems, and certainly 
no uniform solution or standard exists. 

2. Youth Participation in Agriculture. Digital
agriculture frees humans from agricultural production, but 
also requires a higher quality of new farmers [20]. 
Meanwhile, nearly 1 billion of the world's 1.2 billion 
youth aged 15-24 live in developing countries, with 500 
million of these young people living in rural areas [21]. 
Agricultural skills training, technology extension and 
development incentives for young people are crucial. 

3. Digital Infrastructure in Rural. With industrialization,
agriculture has been neglected for a long time. The 

primary obstacle to the development of digital agriculture 
is the lack of digital infrastructure, especially for the public, 
which is critical to the digital transformation of agriculture. 
There is also an urgent need for new economic systems 
and models for agriculture, and a better agricultural 
financial system. Making agriculture a truly profitable 
industry is not only the future of digital agriculture, it is 
the fundamental driver of digital agriculture moving 
forward. 
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Abstract— Purpose: The purpose of this paper is to 

investigate whether competition has an impact on the 

diversity and quality of new camera models, and to 

understand how the range of available camera models 

will change over time. Additionally, the paper seeks to 

explore the growing demand for digital cameras, which 

is due to the increasing popularity of travel and fashion 

photography. 

Design/methodology: For the research work Kolkata 

was chosen for the data collection. In order to conduct 

this research activity, standardized questionnaires are 

used. The statistics collection size stood at 240 and was 

gathered from males as well as females of all ages, 

belonging to diverse revenue groups, and numerous 

professional backgrounds. 

Findings: The study yielded three factors, which have 

been labelled as “Durability”, “Perceived Usefulness” 

and “Affordability”. Furthermore, it has been found 

that Purchase Intention is highly impacted by 

“Durability”, and “Affordability”.  

Keywords— Competition, Innovation, Digital Camera 

Industry, Structural Model, Market Structure. 

I. INTRODUCTION

Digital cameras have revolutionized the way we capture 

and share images. The convenience and quality of digital 
photography have made it a preferred choice for both 

professional and amateur photographers. However, the 

durability, perceived usefulness, and affordability of digital 

cameras are critical factors that affect their adoption and 

long-term usage by photographers. Due to the lack of 

exogenous variation in market structure seen throughout the 

sample period, a dynamic structural model is generated, in 

which the link between competition and product innovation 

is inferred from the design of the behavioral model [2]. 

Because customers are using cameras more frequently than 

ever before, the digital camera has become one of the most 

popular categories of consumer electronics devices. 
Individuals are taking images for several purposes these 

days. The growing interest in travel and fashion 

photography, for example, has raised the demand for digital 

cameras [7], The fundamental principles for a digital camera 

originated around 1963. When it was originally 

commercialized in the 1980s, its resolution was much lower 

than that of a typical camera [1]. Since then, the technology 

behind digital cameras has advanced significantly, as was 

previously said; their widespread usage only started in the 

late 1990s. Using the model, businesses can estimate how 

the range of available camera models will evolve as well as 
how customers will accept new products [5], assuming the 

observed collection of rival companies to be true. The model 

is also used to simulate business innovation decisions under 

counterfactual market size and cost of product innovation 

assumptions. The findings suggest that competition alone 

does not have much of an impact on the diversity and 

general calibers of newly launched camera models [2]. More 

specifically, the overall number of camera models or their 

average quality is unaffected by the addition of new subpar 

businesses. On the other hand, an increase in "high quality" 

firms has a positive effect on the variety of camera models 

but a negative effect on their average quality. 

Advances in technological performance can also have an 

influence on the perceived attributes of a new product. How 

innovations are perceived is one of the primary factors 

influencing adoption decisions [17]. A relative advantage, 

which is the ratio of anticipated benefits to costs of 

innovation, is one of the most important qualities of 

innovation. Technology advancements have a favourable 

influence on relative advantage since they suggest more 

performance at the same cost, or both better performance 

and lower cost. Technology advancements can have an 

influence on both the true cost and the quality of a new 

product. 

Kuyram [14] states that considering all the variables that 

might affect a consumer's desire to buy, this is a tough 

challenge to solve. As in many other countries, the 

marketing mixture has a significant influence on consumers' 

buying intentions; as an outcome, consumers' ways of 

thinking have changed often in accordance with these 

factors via emotions, wants, desires, and demands. These are 

the rationales behind why current manufacturers, in this case 

of digital cameras, have devoted resources to researching 

how customers react to factors influencing purchase 

intention, especially marketing considerations. Moreover, 
consumers’ faces are viewed as crucial factors in appraising 

the purchasing intent of a customer. How well a business 
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carries out its endeavors’ to satisfy market expectations is 

reflected in consumers' purchasing intentions. A crucial 

success aspect for current manufacturers is the ability to 

maintain and, in most cases, increase customer buying 

intention for their products. This is necessary for businesses 
to survive in the increasingly ruthless business environment 

[15]. Every business must first govern the factors 

influencing its clients' purchase intentions. To do this, they 

must have a solid understanding of the preferences of their 

target market for their goods and services [12]. For these 

reasons, modern manufacturers—in this case, digital camera 

manufacturers—have participated in researching how 

customers react to the factors influencing purchase 

intention, remarkably marketing considerations. Moreover, 

consumer characteristics are regarded to be crucial factors in 

influencing customers' purchase intentions.  

I. REVIEW OF LITERATURE

Users rely on digital cameras to record significant 

events and memories, making them an indispensable 

component of daily life. Consumer buying decisions are 

heavily influenced by characteristics including perceived 

utility, cost, and durability. The term "durability" describes 

a digital camera's capacity to endure physical harm and keep 

working over time. Users' perceptions of the utility and 

efficiency of a digital camera in helping them accomplish 

their objectives are relevant to perceived usefulness. The 

cost of a digital camera in proportion to a user's spending 

power and budget is what is meant by affordability. In this 
review of the literature, we'll look at the most recent studies 

that look at the connections between these variables and the 

effects they have on consumer preferences and usage 

patterns for digital cameras. 

Digital cameras must be durable since it affects both their 

lifespan and their capacity to endure physical harm. The 

relevance of durability in digital cameras and how it 

influences patron behaviour and satisfaction are explored in 

the following research study. According to a survey by 

Sukul and Boonmalert [19], consumers think durability is 

important when choosing digital cameras. The study also 

revealed that consumers consider durable cameras to be of 
higher quality, which raises customer happiness and brand 

loyalty. Magnesium alloy and aluminum were named as the 

most resilient materials utilized in digital camera bodies in 

Consumer Reports 2021 [6] research. Also, this study 

discovered that camera bodies that are weather-sealed and 

frames that have been strengthened help to increase 

longevity by minimizing normal wear and tear. New 

features that increase endurance have been integrated as a 

consequence of improvements in digital camera design and 

engineering. Technology advancements including shock-

absorbing materials, strengthened frames, and retractable 
lenses have considerably improved the toughness of digital 

cameras [20].  

The adoption of digital cameras is heavily influenced by 

perceived utility, which influences how much customers 

think the camera can enhance their photographic experience. 

It has been discovered to be a very reliable indicator of 

customers' willingness to submit to a review [3]. The 

relevance of perceived utility in digital cameras and how it 

influences patron behaviour and satisfaction are examined in 

the literature study that follows. According to a research by 

Chi and Tien [4], perceived utility of digital cameras was a 

reliable indicator of customer happiness. According to the 

survey, customers who thought of digital cameras as being 

practical for their photographic requirements were happier 
with their purchases and more inclined to suggest the 

camera to others. Hou et al. [10] looked at the effect of 

perceived utility on the uptake of digital cameras in another 

study. According to the study, consumers were more 

inclined to embrace digital cameras if they believed that 

they were beneficial, and this link was mediated by how 

enjoyable and simple the camera was to use. The inclusion 

of additional features that increase perceived utility is the 

outcome of developments in digital camera technology. 

According to a review by Shen et al. [18], technology 

advancements like artificial intelligence, image processing, 

and sophisticated focusing systems have considerably 
improved people's perceptions of how helpful digital 

cameras are. 

The degree to which customers are ready to spend for a 

camera that fits their photographic demands is determined 

by affordability, which is a crucial issue in the adoption of 

digital cameras. The relevance of cost in digital cameras and 

how it influences patron behaviour and satisfaction are 

examined in the research study that follows. According to a 

study by Jung et al [11], affordability had a substantial 

impact on consumers' intentions to buy digital cameras. 

According to the survey, customers were more inclined to 
buy a digital camera if it was reasonably priced and gave 

good value. Kim and Lennon [13] conducted second 

research to examine the factors influencing consumer 

adoption and usage of digital cameras. According to the 

survey, one of the most important variables influencing 

customers' decisions to buy and use digital cameras was 

cost. Due to technological developments and greater 

manufacturer rivalry, the price of digital cameras has 

drastically decreased during the past few years [16]. The 

development of new technology and features in digital 

cameras has resulted in a decrease in production costs, 

making them more accessible to customers [18].  
According to studies, cost, perceived utility, and durability, 

all have an impact on customers' decisions to buy and use 

digital cameras. The durability and cost of a digital camera 

are positively correlated with its perceived utility [8]. 

Consumers are more inclined to buy digital cameras if they 

believe them to be practical, reliable, and economical [9]. 

Consumer satisfaction with and purchase decisions for 

digital cameras are significantly influenced by durability, 

perceived utility, and pricing. 

II. OBJECTIVE OF THE STUDY

To identify the demographic factors affecting 
Consumers’ Purchase Intention toward Digital Cameras. 

III. RESEARCH METHODOLOGY

With the use of a structured questionnaire and casual 

interactions with the consumer, 240 samples were collected 

from the metro cities of Howrah and Kolkata. The data was 

collected from people of different age groups, gender, 

occupation, and income. Each parameter study for the 

survey was calculated using a five-point scale (from 1-

strongly disagree, to 5-strongly agree). 
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IV. LIST OF TABLES

KMO and Bartlett’s Test 

Kaiser-Meyer-Olkin (KMO) measures of sampling 

adequacy (which ranges from 0-1), closer to one are 

considered better, while 0.5 is considered the minimum 

requirement. In the Table given above (Table 1), the KMO 

value is 0.728, which is greater than 0.5 and hence, we can 

proceed further with the factor analysis. Similarly, Bartlett’s 

Test of Sphericity indicates the strength of the relationship 

among the variables. From the table, it can be seen that 

Bartlett’s Test of Sphericity is significant, as the significant 

value is less than 0.05 i.e., (0.000). Considering both the tests 

together, they provide minimum required standards that need 

to be fulfilled before conducting a factor analysis. 

Total Variance Explained 

Every factor expresses a quality score, termed as 
eigenvalue, under the heading ‘Total’ of ‘Initial 

Eigenvalues’. Parameters with an eigenvalue of greater than 

1 are considered for further study because they only 

represent true values. 

Factor 1 (Durability) accounts for a variance of 3.993 

which is 33.271% of the total variance, likewise, Factor 2 

(Perceived Usefulness) accounts for a variance of 1.496 

which is 12.470% of the total variance, Factor 3 
(Affordability) accounts for a variance of 1.182 which is 

9.850% of the total variance, thus, the first three factors 

combined account for 55.592%. 

Rotated Component Matrixa 

Factors from the Rotated component matrix labelled as: 

Factor 1: Durability 

The variables linked to the factors are listed below. 

V1: Accidental drops and collisions won't damage digital 
cameras because of their robust construction.-(.788), V2: 
Compared to film cameras, digital cameras are more robust- 
(.739), V3: When choosing a digital camera, the build quality 
is a crucial consideration.-(.711), V4: An ongoing 
maintenance regimen, such as cleaning the lens and sensor, 
can increase a digital camera's lifespan-(.705), V5: A sturdy 
digital camera must have characteristics that make it resistant 
to water and dust- (.603). 

Factor 2: Perceived Usefulness  

The variables linked to the factors are listed below. 

V6: The majority of people can often afford digital 
cameras-(.795), V7: The cost of a digital camera is an 
important factor when making a purchase decision.-(.681), 
V8: More advanced lenses and more feature-rich digital 
cameras are often more costly.-(.588). 

Factor 3: Affordability  

The variables linked to the factors are listed below. 

V9: Digital cameras are a useful tool for capturing high-
quality photos.-(.830), V10: - A digital camera's settings and 
capabilities are simple to use and comprehend-(.604), V11: 
In terms of photography, digital cameras are more flexible 
than smartphones.-(.591), V12: A beneficial aspect is the 
ease with which images may be swiftly and simply 
transferred from a digital camera to other devices.-(.528). 

H0: B1 = 0 The null hypothesis implies that there is no 
linear relationship between Purchase Intention and the 
factors, “Durability”, “Perceived Usefulness”, and 
“Affordability”. 

H1: B1! = 0 The alternative hypothesis implies that there 
is a relationship, positive or negative, between Purchase 
Intention and the factors, “Durability”, “Perceived 
Usefulness”, and “Affordability”. 

The Model Summary of a regression analysis measures 
how well the independent variables explain the variation in 
the dependent variable. An R-square value of 0.749 in the 
given table indicates that 74.9% of overall satisfaction can be 
explained by the independent variables. 

ANOVA table (Table 2), we can see that the regression 
model predicts the dependent variable significantly well and 
its value is statistically significant as the p-value is less than 
0.05 (i.e., 0.000). Thus, H1 is rejected, whereas H0 is 
accepted. 

Table 1: - Model Summary 

Mode

l 

R R Square Adjusted R 

Square 

Std. Error of 

the Estimate 

1 .865a .749 .745 .5832 

Table 3: - Coefficientsa 

Model Standardized Coefficients t Sig. 

Beta 

1 

(Constant) 83.455 .000 

Durability .075 2.292 .023 

Perceived Usefulness -.232 -7.096 .000 

Affordability .830 25.433 .000 

Table 2: - ANOVAa 

Model Sum of 

Squares 

df Mean 

Square 

F Sig. 

1 

Regression 238.916 3 79.639 234.150 .000b 

Residual 80.268 236 .340 

Total 319.183 239 
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Purchase Intention = 3.142 + 0.830*(Affordability) + 
0.075*(Durability).  

Impact of the factor is found to be high towards 
Durability and Affordability followed with others with 
significant influence towards Purchase Intention. 

V. CONCLUSION

The market for digital cameras is influenced by a 

number of variables, such as affordability, perceived utility, 

and product longevity. Durability is a crucial factor for 

manufacturers to take into account since customers favor 

cameras that are well-made and can resist challenging 

environments. Similarly to this, perceived usefulness—

which takes into account elements like image quality, 

usability, and convenience—plays a significant impact in 

how consumers choose digital cameras. Another important 

element is affordability, especially for customers in 

developing countries and for college students. High-end 
digital cameras are often more feature-rich and durable, but 

they are also more expensive and out of reach for many 

customers. As a result, producers must strike a balance 

between adding capabilities that increase the perceived 

utility of digital cameras and maintaining their affordability 

for a variety of customers. 

In addition, the proliferation of smartphone cameras has 

caused a disruption in the digital camera business as many 

people choose to take pictures with their smartphones due to 

its cost and simplicity. Manufacturers of digital cameras 

must respond to this issue by providing distinctive 
characteristics that distinguish them from smartphone 

cameras, such as enhanced durability, superior image 

quality, and more sophisticated functions. 

In general, because the digital camera industry is always 

changing, producers must be aware of what consumers want 

and need. Manufacturers may create cameras that satisfy a 

wide range of consumers' expectations and continue to 

compete in the market by concentrating on characteristics 

including durability, perceived utility, and price. 
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Abstract— Front-end engineering of webpages continuously 
experience growth as the number of devices used in accessing it 
increases. Users tend to spend more time on a webpage if it has a 
simple and appealing interface. In the past decades, building a 
responsive webpage is tedious as the developer must make use of 
the Hypertext Markup Language, Cascading Style Sheets, and 
vanilla JavaScript. Nowadays, all these have been combined into 
an easy-to-use template known as a framework. However, many 
frameworks have been developed by developers from diverse 
backgrounds, and the choice of which framework to use must be 
made rightly. Hence, we embark on a research study to examine 
the features, the strengths, and the benchmark characteristics of 
two selected JavaScript front-end frameworks (React.js and 
Angular.js) to ease the decision-making process for developers. 

Keywords—framework, JavaScript, front-end, developers, 
React.js, Angular.js, DOM  

I. INTRODUCTION

A framework is the technology that offers a software 
engineer a defined code structure to build applications as fast 
and completely as possible. Software development frameworks 
have similar functionalities, but each framework has the 
characteristic features that make them distinct. When selecting 
the framework to use for a project, it is important to consider 
some key measures such as the technicality of the framework, 
the overall goal of the project or system, and the developer’s 
skills. 

Since the conception of frameworks, a great shift has been 
recorded as most developers move from creating web 
applications using the native stack to the use of frameworks. 
Frameworks improve productivity and development speed via 
reusable codes and design. JavaScript allows developers to 
fully build an application in it on the client side while the data 
interface is done on the server side and vice versa. The 
flexibility of JavaScript allows developers to build distinct 
JavaScript frameworks. However, a situation of overhead may 
occur regarding development.  

The aim of this study is to outline a fair decision-making 
process as to which framework to choose for specific projects. 
We performed a comparative analysis of two JavaScript 
frameworks, namely React.js and Angular.js. In order to 
analyze the critical features of the selected frameworks, we 
have developed two similar web applications, one using 
React.js and the other using Angular.js. The Document Object 
Model (DOM) performance is used to determine which one of 
the frameworks is better to be used for software projects. 

The remainder of this paper is organized as follows. Section 
II reviews JavaScript frameworks. Section III presents the 
research methodology. The findings and implications are 
presented in Section IV. Section V concludes the paper. 

II. LITERATURE REVIEW

In the field of Software Engineering, a framework (or 
software framework) is an abstraction in which software, 
offering generic functionalities, can be selectively changed by 
additional user-written code. Also, a framework offers a 
standard way to develop and deploy applications by leveraging 
a universal, reusable software environment to speed up 
software application development. Some components pertinent 
to a software framework include compilers, code libraries, 
support programs, toolbox/set, and APIs (Application 
Programming Interface) which help bond different components 
to enable the full development of a system.  

A Web application framework is a software framework 
developed to provide support for web application development. 
This framework is embedded with components such as web 
services, web resources, and web APIs, as well as providing a 
standard way of building and deploying web applications into 
the World Wide Web (WWW). 

JavaScript is one of the most popular scripting languages 
used in the development of standard, interactive and easy-to-
maintain websites [1]. Hence, many front-end frameworks 
leverage the outstanding features of JavaScript, which in turn 
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makes the design and maintenance of small and large websites 
a breeze. Among others, React.js, Angular.js, and Vue.js are the 
most popular JavaScript frontend frameworks. By assessing 
DOM performance metrics, Levlin [1] inferred that the React.js 
framework has the overall best performance and has been 
observed to be the most used framework. 

Xu [2] focused on a thorough evaluation of popular 
JavaScript frameworks. In [2], websites created using the 
selected frameworks were used to evaluate the advantages and 
disadvantages, and the kind of projects they can be used for. 
The performance metrics for each website were recorded to 
compare the efficiency of these frameworks in terms of DOM 
operations. The experiment in [2] unveiled the important 
features of the selected JavaScript front-end frameworks and 
shed light on how to make a wise decision on which framework 
to use for developers when they are about to embark on a 
project.

The three-layer architecture which supports the separation of 
the logical layers in an application. These layers include the 
presentation layer, application layer, and a dedicated database 
layer [3]. The objective of [3] research was to examine the 
performance of different frameworks by executing similar chat 
applications built in selected web frameworks and native 
frameworks under the same server. The allocation of 
performance scores to selected frameworks was based on 
criteria such as development, debugging, modifying, and 
testing of the chat applications. The results in [3] showed that 
the combination of React.js and Rails framework satisfied the 
overall standard performance and was the most efficient 
framework while the combination of Laravel and Vue.js 
frameworks had the second-rated performance. 

As the request to build more complex web applications such 
as Multiple Pages Applications (MPA) and Single Page 
Applications (SPA) rises, the decision-making process as to 
which framework to use could pose a challenge to the 
developers [4]. Making the wrong choice of the framework 
might result in some setbacks in the development process. 
Hence, Vukelić [4] examined the available frameworks and 
offered some decision-making advice on which framework is 
suitable for which web application project. Vukelić [4] 
provided a detailed explanation on the advantages and 
disadvantages, and the characteristic features of a framework 
that make it suitable for some specific web application projects. 
Vukelić [4] presented a table composed of performance metrics 
showing a comparison among React.js, Angular.js, and Vue.js 
frameworks, and how they can enhance the development of 
MPA and SPA. 

Yorulmaz [5] thoroughly assessed two selected JavaScript 
frameworks, Angular.js and React.js, and provided solid 
suggestions as to which framework best suits a project. He 
developed two to-do-list applications, one in Angular.js, and 
the other in React.js. He conducted a comparative analysis of 
these applications based on some chosen factors which 
appeared to be significant to developers. The results showed 
that (1) Angular.js and React.js were almost rated the same 

regarding suitability and updates of the frameworks, and (2) 
React.js is a bit complex to comprehend regarding variables and 
functionalities. Other evaluation factors considered are 
documentation, the number of libraries, performance, security, 
localization, and so on. 

Mohammadi [6] classified the traditional website's model as 
being multipage that is characterized by bad responsiveness, 
meaning that it takes a considerable amount of time for the 
browser to load and refresh when users perform operations like 
a page change or data retrieval from the server. As more 
operations are performed, more time is required to finish a 
process. This calls for a system where the client (front end) and 
the server (back end) can be separated such that the logic and 
processing are handled by the server. In [6], in order to carry 
out a comparative analysis of the selected frameworks of study, 
a single-page application, property service website was 
developed and various benchmark features such as 
communication trends between clients and servers, and the 
number of libraries available were evaluated. Mohammadi [6] 
concluded that Angular.js turned out to be the most used for 
SPA due to its data binding features and considerably large 
support from Google.  

KERN [7] conducted a comparative analysis by 
experimenting with and evaluating three most popular 
JavaScript front-end frameworks, React.js, Angular.js, and 
Vue.js to establish some solid facts about the frameworks that 
would be useful for developers and companies in the decision-
making process stage. The findings in [7] showed that Angular 
was characterized by a smooth learning process and clear 
structures, and was then used to develop a web application for 
displaying data from the Android Device Security Rating.  

Mousavi [8] evaluated the two most popular JavaScript 
frameworks, namely React.js and Angular.js. Mousavi [8]’s 
main objective was to evaluate and compare the selected 
frameworks' maintainability, and complexity to help developers 
gain more insights on these frameworks. Mousavi [8] evaluated 
the prototype applications in both React.js and Angular.js and 
performed an extensive comparative analysis on the 
components of the applications and frameworks involved. An 
open-source tool, Plato was used to obtain performance metrics. 
Also, the qualitative reports were obtained. The result in [8] 
showed that both frameworks significantly differ from each 
other in terms of the number of files and lines of code. React.js 
uses fewer lines of code than Angular.js. However, the object-
oriented style of Angular.js has a higher maintainability per file 
[8]. 

Saks [9] conducted a comparative analysis of the three most 
popular JavaScript frameworks: React.js, Angular.js, and 
Vue.js regarding popularity, difficulty to learn, and 
performance. For the purpose of obtaining performance 
metrics, Saks [9] developed three similar small-sized web 
applications in React.js, Angular.js, and Vue.js, respectively. In 
these applications, a key performance metric, loading speed 
was evaluated while some defined operations were performed. 
Saks [9] found that React.js is the most popular framework. 
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Vue.js is the fastest framework and the easiest one to learn 
while Angular.js seems to be the hardest one to learn and is 
most likely best suited for complex applications [9]. 

Kumar and Singh [10]’s research aimed to offer an in-depth 
understanding of the two most popular JavaScript frameworks, 
React.js and Angular.js. The two JavaScript frameworks were 
compared in terms of some benchmark features and 
performances. The results showed that both frameworks differ 
in the features including the size of the project, supporting the 
community, debugging techniques, DOM, as well as mobility 
[10]. 

The frameworks created in JavaScript are commonly used 
in both client and server-side development of web applications 
[11]. However, one of the most dangerous security issues in 
web applications is cross-site scripting (XSS), and this is 
pertinent to JavaScript applications. Peguero, Zhang, and 
Cheng [11] demonstrated four places in an application where 
an XSS reduction can be done in relation to the framework 
being utilized. They [11] conducted an experimental analysis of 
the three most-used template engines, namely Jade/Pug, EJS, 
and Angular. They [11] determined the number of projects 
vulnerable to XSS and the number of vulnerabilities in each of 
the projects based on the framework used.  

Guan, Hu, and Zhou [12] comprehensively explained the 
current architecture of the Networked Control System 
Laboratory (NCSLab) and provided a clear insight into its 
current state. They redeveloped the system using the React.js 
framework. The front and back-end separated web architecture 
is applied during the redevelopment process. Guan, Hu, Zhou 
[12] concluded that the exceptional features of the React.js
framework brought about a new user experience on the pages
of NCSLab.

As web technologies are experiencing exponential growth, 
the HyperText Markup Language (HTML) is becoming a 
worldwide consortium [13]. Xing, Huang, and Lai [13] 
examined the most popular front-end frameworks including 
React.js, Angular.js, and Vue.js in terms of the features that can 
improve the overall performance of an e-business platform. 
Some criteria such as data processing, volume and 
performance, language-based, and technical support were 
examined. The results showed that the Angular.js framework is 
characterized by extensive functions and features suitable for 
large commercial projects such as e-business platforms, while 
React.js and Vue.js frameworks are a good fit for small-to-
medium projects such as live stream and blog applications. 
[13]. 

III. METHOD

The purpose of this study is to compare the two most 
popular JavaScript frameworks, React.js and Angular.js, and to 
shed light on the decision-making process on which front-end 
framework should be used by software engineers and 
companies when starting a project. This study provides in-depth 
insights into the framework functionalities, performance, and 

efficiency, as well as other advantages that the selected 
frameworks have to offer. 

As the focus of this study is to comparatively analyze the 
performance of two different web application frameworks on 
the same server, we acknowledged the fact that the network 
capturing style is widely used to gather the necessary dataset 
for frameworks. However, it is de facto that network data 
capturing analysis for web applications is characterized by few 
drawbacks as compared with native applications in the sense 
that on a mac/Linux and windows operating system, a loopback 
network adapter can be used to log all pertinent packets of 
required data restricting all unwanted background network 
traffic. 

Our research is based on two aspects, one involving the 
development of two similar web applications using the selected 
frameworks, and the other involving comparing the 
performance of these two applications to uncover the pros and 
cons of these frameworks, and what kind of projects each 
framework is suitable for. Both applications would be tested on 
a localhost or a local server and connected to a MySQL 
database engine from where data would be fetched. Also, we 
would dynamically load rows into a table with the click of a 
button. Table 1 shows high-level specifications of the 
environments in our applications.  

TABLE 1. PARAMETERS AND VALUES OF ENVIRONMENTS 

Environmental (VM) Parameters Values 

VM RAM size 3GB 

VM HDD size 100GB 

Host Machine Brand Windows 

VM Operating System Windows 

We would ensure to mimic a real-life project by following 
the universal, representative, and instructive standards for 
development and production. This project would feature a 
moderate-sized project. Furthermore, our analysis would 
involve a benchmark test that would estimate DOM operation, 
as well as a study of the architectural layer. 

Our work will assess the two experiments to see if the results 
are consistent. A convincing conclusion can be drawn if the 
results correlate in a consistent manner. However, if the 
outcome of the experiments contradicts, this is a red flag as it 
depicts a flaw in our experiment. Inferring conclusions based 
on DOM operation-based benchmark would be subject to less 
accuracy when juxtaposed with a complex web application, 
such as the amazon e-commerce website [2]. Also, using a real-
world web application might impose certain network errors 
which can restrict us from getting the right metric readings for 
our analysis. Thus, the two proposed experiments are 
appropriate as it gives us a standard simulation to verify and 
complement both applications. We admit that the reliability is 
open to improvement from future researchers. 
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The two frameworks used in this study are React. Js and 
Angfgular.js. The React.js framework was developed by 
Facebook as an internal project and was converted to be open 
source in May 2013 to allow contributions from JavaScript 
developers worldwide. As React.js is a framework that consists 
of JavaScript libraries for developing user interfaces, it can 
unite multiple independent code pieces into some complex user 
interface. This framework is characterized by cross-browser 
compatibilities, as well as high performance and simple code 
logic. With the React.js framework, developers can directly 
combine user interfaces with components such as buttons, 
dialogs, and many more to create interactive webpages. Also, 
the introduction of ‘JavaScript XML’, referred as JavaScript 
Syntax Extension in creating the user interface simplifies the 
reusability of components while ensuring clarity in the internal 
structure of the components. In the components, the React.js 
framework uses the DOM rendering capabilities in the browser 
to differentiate code from real target on the webpage and 
thereby makes the development of mobile applications easier. 

The Angular.js framework was developed by Misko Hevery 
in 2009. Primarily, the framework is used in developing single-
page applications with the CRUD (Create Read Update Delete) 
functionalities, leveraging its dynamic page design features. 
Angular.js provides a framework for client-side model–view–
controller (MVC) and model–view–viewmodel (MVVM) 
architectures. In the Angular.js framework, HTML is extended 
with directives, and data binding to HTML is done via 
expressions.  

A. Similar Web Applications
As the objective of this study is to measure and compare the

performance of two JavaScript front-end web frameworks, 
React.js and Angular.js, we have created two web applications, 
one using React.js, and the other using Angular.js. These two 
applications have similar interfaces and perform similar tasks. 
The tasks performed by the web applications include statically 
fetching 20 rows of data from a SQL database, presenting it in 
a jQuery Datatable, and then dynamically adding 1000 rows to 
a jQuery Datatable on the click of a button.  

B. Testing Procedures
The commands used to start and open the applications in a

web browser (Google Chrome, in our case) are ‘npm start’ (for 
React.js) and ‘ng serve -o’ (for Angular.js). Once these 
commands are entered in the terminal and the ‘enter’ button is 
clicked, the app begins to build and eventually opens in a web 
browser. 

C. Lighthouse
Next is to check for performance metrics by navigating to

lighthouse following the clicks: from Google Chrome, click the 
three vertical dots on the top right corner => more tools => 
developer tools => lighthouse. Set ‘mode’ to 
‘Navigation(default)’, ‘device’ to ‘Desktop’, and check 
‘Performance’ under ‘categories.’ Finally, click the Analyse 
page load button to get the performance metrics (see Fig. 1). 
The performance metrics from Lighthouse is explained in Table 
2.  

Fig. 1. Performance metrics from Lighthouse. 

TABLE 2. PEFORMANCE METRICS FROM LIGHTHOUSE. 

Name Description 

First Contentful Paint (FCP) 
Records the time to paint the first text or 
image 

Time to Interactive (TI) 
Gives the time taken for the page to 
become fully interactive 

Speed Index (SI) 
Shows how fast content becomes 
populated and seen on the web page 

Total Blocking Time  (TBT) 

Gives the time period between TI and 
FCP if activity’s length is greater than 50 
ms 

Largest Contentful Paint 
(LCP) 

Records time taken to paint the largest 
text or image 

Cumulative Layout Shift 
(CLS) 

Computes the movement of visible 
elements within viewport 

D. Task Manager (Google Chrome)
We also explored Google Chrome’s task manager to get

further performance metrics and memory usage of the selected 
frameworks. A screenshot of Google Chrome’s task manager 
while the web applications were executed is shown in Fig. 2. 
We chose to use Google Chrome’s task manager over 
Windows’ task manager as it offers a high level of isolation and 
provides reports in a graphical user interface that is easily 
captured. The performance metrics from task manager is 
introduced in Table 3. 

TABLE 3. PEFORMANCE METRICS FROM TASK MANAGER. 
Name Description 

Memory Footprint 
Displays the amount of RAM each process is 
currently using 

CPU 
Shows the amount of CPU power a process is taking 
up 

Network 
Measures the amount of data a process uses in 
operation 

JavaScript 
Memory 

Represents the JavaScript Heap. The value in 
parenthesis shows the amount of memory used by 
reachable objects on the web page 
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Fig. 2. Google Chrome Task Manager. 

IV. RESULT

The benchmark performance metrics obtained during the 
extensive test of the applications developed using the React.js 
and Angular.js frameworks are presented in this section. In 
order to ensure enough isolation of the system, we leverage 
virtual machine (VM) functionality to create an isolated 
sandbox. The specification and configuration settings of the 
VM environment used in development are shown in Table 4. 

TABLE 4. VIRTUAL MACHINE (VM) CONFIGURATION AND 
SPECIFICATION SETTINGS. 

Device Summary 

Memory 3GB 

Processors 2 

Hard Disk (NVMe) 100GB 

CD / DVD SATA Auto detect 

Network Adapter NAT 

The performance of React.js and Angular.js when the web 
applications were executed on two different host machines in 
are reported in Tables 5 - 10. The two host machines are 
Wimlab referred as Host 1(Memory: 65GB | OS: Windows) and 
GA referred as Host 2 (Memory: 16GB | OS: Windows). We 
have performed the execution on two different days to ensure 
that the metrics obtained are fit for further analysis as well as 
making conclusion. The performance readings on Day 1 are 
reported in Tables 5 – 7 and the performance readings on Day 
2 are shown in Tables 8 – 10.  

TABLE 5. DAY 1: PERFORMANCE READINGS FROM LIGHTHOUSE 
ON HOST 1 VS. HOST 2. 

React.js Angular.js 
Host 1 Host 2 Host 1 Host 2 

Performance (%) 61 54 48 49 
First contentful paint 
(seconds) 0.8 0.9 4.9 4.9 
Time to interactive 
(seconds) 3.4 3.5 5.7 5.9 
Speed index (seconds) 2 2 4.9 4.9 
Total blocking time 
(meters/seconds) 70 200 20 10 
Largest contentful 
paint (seconds) 3.3 3.3 5.9 6.1 
Cumulative layout 
shift 0.874 0.605 0.081 0.06 

TABLE 6. DAY 1: CHROME TASK MANAGER (PAGE 
LOAD WITH 20 ROWS) ON HOST 1 ANDHOST 2. 

Chrome Task Manager (page load with 20 rows) 

React.js Angular.js 

Host 1 Host 2 Host 1 Host 2 

Memory footprint (K) 51472 23924 50048 15244 

CPU 20.3 52.6 3.1 21.4 

Network (B/s) 1940 1030 8.9 8.9 

JavaScript memory (K) 12551 3496 10857 7041 

TABLE 7. DAY 1: CHROME TASK MANAGER (PAGE 
LOAD WITH 1000 ROWS) ON HOST 1 AND HOST 2. 

Chrome Task Manager (add 1000 rows) 

React.js Angular.js 

Host 1 Host 2 Host 1 Host 2 

Memory footprint (K) 117956 116604 52236 50312 

CPU 103.3 105.5 11 9.2 

Network (B/s) 0 0 0 0 

JavaScript memory (K) 11406 12483 7045 7171 

TABLE 8. DAY 2: PERFORMANCE READINGS FROM 
LIGHTHOUSE ON HOST 1 AND HOST 2. 

React.js Angular.js 

Host 1 Host 2 Host 1 Host 2 

performance (%) 60 54 46 49 

first contentful 
paint (seconds) 0.8 0.9 4.9 4.9 

time to interactive 
(seconds) 3.4 3.5 5.8 5.9 

speed index 
(seconds) 1.8 2 4.9 4.9 

total blocking 
time 
(meters/seconds) 

110 200 0 10 

largest contentful 
paint (seconds) 3.2 3.3 6 6.1 

cumulative layout 
shift 0.898 0.605 0.154 0.06 
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TABLE 9. DAY 2: CHROME TASK MANAGER (PAGE LOAD 
WITH 20 ROWS) ON HOST 1 AND HOST 2. 

Chrome Task Manager (page load with 20 rows) 

React.js Angular.js 

Host 1 Host 2 Host 1 Host 2 

Memory footprint (K) 74416 23924 47676 15244 

CPU 80.4 52.6 17.2 21.4 

Network (B/s) 1940 1030 8.9 8.9 

JavaScript memory (K) 18236 3496 7026 7041 

TABLE 10. DAY 2: CHROME TASK MANAGER (PAGE LOAD 
WITH 1000 ROWS) ON HOST 1 AND HOST 2. 

Chrome Task Manager (add 1000 rows) 

React.js Angular.js 

Host 1 Host 2 Host 1 Host 2 

Memory footprint (K) 141732 116624 53044 50312 

CPU 113.5 118.5 7.8 9.2 

Network (B/s) 0 0 0 0 

JavaScript memory (K) 17832 12483 7161 7171 

The average of the overall performance metrics recorded in 
the two days of our testing is shown in Table 11. The result 
shows that the React.js framework has an average 
performance score of 57%, while the Angular.js framework 
has an average performance score of 48%. Fig. 3 and 4 
show a graphical view of the overall performance on the 
two frameworks. 

TABLE 11. TABLE SHOWING THE AVERAGE OF THE OVERALL 
PERFORMANCE OF REACT.JS AND ANGULAR.JS. 

Day 1 React Angular 

Host 1 61 48 

Host 2 54 49 

Day 2 

Host 1 60 46 

Host 2 54 49 

Average 57 48 

Fig. 3. Column graph of day 1 & 2 performance of react.js and angular.js 
frameworks. 

Fig. 4. Column graph of average performance of React.js and Angular.js. 

V. CONCLUSION

In this study, we conducted a comparative analysis of the two 
mostly used JavaScript frontend frameworks, React.js and 
Angular.js. This work provides insights regarding the overall 
performance of these frameworks by developing two basic 
similar web applications with each of the frameworks. We took 
further steps to measure benchmark performance metrics 
leveraging the lighthouse and task manager, which are all part 
of the Google Chrome browser. The test environments were 
isolated enough to simulate the real-life World Wide Web. The 
results show that, although both frameworks have their unique 
features with respect to the kind of project that it is suitable for, 
React.js outperforms Angular.js in the overall performance. In 
the future works, we intend to improve these web applications 
and consider more robust performance metrics to ascertain 
more rigid conclusions regarding these selected frameworks. 
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Abstract – Various tests and experiments have been 

conducted for Gaussian Mixture Hidden Markov Mode 

(GMHMM) based models for predicting the wear states 

for milling. The selection of which individual force signal 

or vibration signal or instead a combination of force and 

vibration signal is to be utilized for the training of the 

models. The experimental results show that the 

combination of force signals in y- and z-direction (Fy-Fz) 

proved to be superior in estimating the tool wear state 

using the Gaussian Mixture Hidden Markov Model with 

an accuracy of 80.778%. The study evaluated the 

combination of force signals for high-speed milling tool 

wear using a GMHMM model. An analytical framework 

that was able to accurately classify tool wear states with a 

high precision rate. The GMHMM can be proposed to the 

other industrial applications to enable cost savings by the 

combination of force signals for high-speed milling tool 

wear evaluation using the Gaussian Mixture Hidden 

Markov Model as a promising approach.  

Index Terms – Force signal, Hidden Markov Model, Milling, 

Tool wear. 

INTRODUCTION 

The direct monitoring in the tool wear monitoring, because 

the processing process has to be suspended, which affects the 

processing continuity and reduces the processing efficiency, 
the general environment has gradually ceased to be used. The 

monitoring signal used in indirect monitoring has both 

advantages and disadvantages. The use of signal sensors is 

susceptible to interference from factors such as installation 

location and cutting fluid, etc. Cutting force signals are the 

most direct, but the detection equipment is expensive, and the 

equipment used for acoustic emission signals and sound 

signals is simple [1]. However, the requirements for the 

installation location are higher. Therefore, at present, the use 

of a single sensor to monitor the tool wear state is mostly in 

the experimental stage, and cannot fully adapt to the complex 
environment in actual processing [2]. 

Cutting tool wear reduces product quality during 

manufacturing. Therefore, on-line monitoring of tool wear 

values is required to prevent degradation of machining 

quality. Unfortunately, there is no direct way to measure tool 

wear online [3]. Therefore, an indirect method must be used 

in which tool wear is estimated by means of multiple sensors 

measuring relevant process variables [4]. In this work, a 

hidden Markov model based sensor fusion model for tool 

condition monitoring (TCM) is developed. Features extracted 

from a series of machining zone signals, namely cutting force, 

spindle vibration, spindle current and sound pressure level, 

were fused to estimate the average flank wear of the main 
cutting edge. New strategies have been proposed, such as 

signal-level segmentation for temporal registration, feature 

space filtering, outlier removal, and estimation space filtering. 

The proposed method has been validated by the published 

data and industrial implementations. 

HIDDEN MARKOV MODEL FOR TOOL WEAR 

A hidden Markov model is a machine learning algorithm that 
uses a hidden state variable. A hidden Markov model (HMM) 

is a statistical Markov model in which the system being 

modeled is assumed to be a Markov process [5].  

The fundamental representations of Hidden Markov Model is 

shown in Figure I and the models used as described as: 

Observation Sequence: O = {o1, o2, …., oT} 

State Sequence: S = {i1, i2, …., iT} 

Number of hidden states: N 

Number of observable symbols: M 

Initial State Probability Matrix: ∏ = {∏i} 

State Transition Probability Matrix: A = {aij} 
Emission Probability Matrix: B = {bj(k)} 

HMM Model: λ = (∏, A, B) 

Depending on whether the observation sequences are discrete 

or continuous, HMMs are classed as discrete or continuous. 

The continuous probability density function for state j in 

continuous HMMs may be expressed as a weighted sum of K 

Gaussian mixtures. 

𝑏𝑗(𝑘) =  ∑ 𝑐𝑗𝑘𝑏𝑗𝑘(𝑂)

𝐾

𝑘=1

=  ∑ 𝑐𝑗𝑘𝑁(𝑂, µ𝑗𝑘 , 𝑈𝑗𝑘)

𝐾

𝑘=1

Where K: Number of Gaussian mixtures for state j 
cjk: Weight Coefficient for kth mixture, where cjk ≥ 0 and 

1≤j≤N, 1≤k≤K 

N (O, µjk, Ujk): Gaussian Density Function having mean 

vector µjk and the covariance matrix Ujk 
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FIGURE I 

Representation of Gaussian Hidden Markov Model 

A sample mean and covariance for pilot rums are shown in 

Figure II. The Gaussian mixture hidden Markov models 

(GMHMM) with continuous output may therefore be 

represented as λ= (∏initial, Ainitial, cjk,initial, µjk,initial, Ujk,initial). The 

model parameters in GMHMM must be calculated and trained 

in this study, i.e., the GMHMM parameters must be adjusted 

to maximise the probability of the observation sequence P (O| 

λ). Based on the training data, the model parameters may be 

calculated repeatedly via the well-known Baum-Welch 

method. Assume the training data contains S observation 

sequences of length T, which is specified as {O1, O2,…., 
OS}. To begin, an initial guess of a set of relevant parameters 

for GMHMM is required. Iteration processes are then used to 

compute the new parameters for GMHMM as shown below: 

∏𝑖 =  ∑ ∑ ∈1
𝑠

𝑁

𝑗=1

𝑆

𝑠=1

 (𝑖, 𝑗) 

𝑎𝑖𝑗 =  
∑ ∑ ∈1

𝑠  (𝑖, 𝑗)𝑇−1
𝑡=1

𝑆
𝑠=1

∑ ∑ ∑ ∈𝑡
𝑠  (𝑖 , 𝑛)𝑁

𝑛=1
𝑇−1
𝑡=1

𝑆
𝑠=1

𝑐𝑗𝑘 =  
∑ ∑ 𝛶𝑡

𝑠  (𝑗, 𝑘)𝑇
𝑡=1

𝑆
𝑠=1

∑ ∑ ∑ 𝛶𝑡
𝑠  (𝑗 , 𝑘)𝐾

𝑘=1
𝑇
𝑡=1

𝑆
𝑠=1

µ𝑗𝑘 =  
∑ ∑ 𝛶𝑡

𝑠  (𝑗, 𝑘) ∗ 𝑜𝑡
𝑠𝑇

𝑡=1
𝑆
𝑠=1

∑ ∑ 𝛶𝑡
𝑠  (𝑗, 𝑘)𝑇

𝑡=1
𝑆
𝑠=1

𝑈𝑗𝑘

=  
∑ ∑ 𝛶𝑡

𝑠  (𝑗, 𝑘) ∗ (𝑜𝑡
𝑠 − µ𝑗𝑘,𝑖𝑛𝑖𝑡𝑖𝑎𝑙

𝑇
𝑡=1 )(𝑜𝑡

𝑠 − µ𝑗𝑘,𝑖𝑛𝑖𝑡𝑖𝑎𝑙)′𝑆
𝑠=1

∑ ∑ 𝛶𝑡
𝑠  (𝑗, 𝑘)𝑇

𝑡=1
𝑆
𝑠=1

Where, ∈t (i, j) is the probability of state ‘i’ transferring to 

state ‘j’ at given time ‘t’. In addition to this, ϒt (j, k) represents 

the likelihood output of kth mixture being in state ‘j’ at ‘t’ 

given that the GMHMM model parameters λ and O, where 

ɑt(j) and βt(j) show forward and backward probabilities, 

respectively, are: 

ϒ𝑡 (𝑗, 𝑘) =  
𝑎𝑡(𝑗)𝛽𝑡(𝑗)

∑ 𝑎𝑡(𝑗)𝛽𝑡(𝑗)𝑁
𝑗=1

∗
𝑐𝑗𝑘𝑁(𝑜𝑡 , µ𝑗𝑘 , 𝑈𝑗𝑘)

∑ 𝑐𝑗𝑘𝑁(𝑜𝑡 , µ𝑗𝑘 , 𝑈𝑗𝑘)𝐾
𝑘=1

The iteration operations should be repeated until the 

increment achieves the convergence criterion, which is the 

final estimated model λfinal = (∏i , aij, cjk, µjk, Ujk) should 

satisfy the inequality that |P(O|λ i + 1)-P(O| λi)|. It is vital to 

note that the initial guess of the model parameters λ is critical 
for creating a proper GMHMM model because the Baum-

Welch method ensures only the local optimal value [6]. 

FIGURE II 

Pilot runs of e Gaussian Density Function having mean 

vector and the covariance matrix 

Hidden Markov model is based on an observation strategy for 

the modeled system, which proposes to learn it via Markov 

process. Being another process, behavior is assumed as 

dependent and should be handled separately. Markov process 

is evaluated as a hidden or unobservable condition using the 

actual data in the system, which further ensures the validity of 

the result. The usage of dependent factors for the recognition 

of observable events becomes useful for the ones improper to 

directly observe. Hidden Markov model enables to implement 

several software programs for modeling, which can be 
evaluated in a variety of processes, especially in machining 

[7]. A neural networks and hidden Markov models as a 

comparative study in monitoring of TW was implemented [8]. 

In turning of aluminum alloy, a comprehensive comparison 

was performed, and neural network was found as capable of 

performing continuous estimations; however, if the problem 

to solve is defined well, hidden Markov properly estimates 

TW. There were a handful of studies about hidden Markov 
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model in machining operations, and a few of them are about 

TW prediction during turning. 

Milling is the act of turning a workpiece by rotary motion 

between two centers [9]. Turning is a widespread machining 
operation that can efficiently remove chips from a rotating 

and cylindrical workpiece. Cutting tools are the main 

components of an entire production chain dealing with the 

workpiece which is considered as the ultimate aim of 

manufacturing. Turning tools are employed to change with 

new ones before reaching wear limit for healthier and low-

cost operation. Tool breakage is a devastating event causing 

diverse damages such as machine downtime, workpiece 

deterioration and increased total costs. Unexpected tool 

breakage and usage of a cutting tool in lifetime requires 

TCMS that can diagnose the tool condition with sensor 

systems or pattern recognition approaches. Indirect TCMS are 
more suitable for industrial applications because of their 

applicability and sustainability and for being economical. 

DATA PROCESSING 

Besides, the research work which have motivation to correlate 

the sensor signals with tool FW using indirect TCMS are 

included in this review. A general outline was performed on 

indirect TCMS for turning operations in this study for the last 
two decades. Advanced monitoring systems and their 

integration to manufacturing systems serve as a supportive 

component for production of complex parts. These systems 

enable detection of errors in cutting tools and workpieces for 

higher accuracy [10]. Moreover, it is possible to set 

communications between sensors and machine tools to make 

decision for the health of the machining. Software based 

solutions can be obtained in this manner, which is a better 

approach for the management and supply chain in a 

production platform. In the future, it would be also possible 

to integrate different combination of advanced cutting tools 

and new generation materials. The experience on machining 
to date is a guide for this purpose, but there is a requirement 

for advanced artificial intelligence systems and their 

successful integration to manufacturing processes. The 

selection of appropriate signal processing and evaluation 

methods after choice and accomplished integration of sensor 

systems is noteworthy. There is need for complete and multi-

disciplinary information on robust and high accuracy 

monitoring systems. TCMS based systems became reliable 

auxiliary especially in turning operations enhancing the 

quality of the workpiece, tool life and productivity. Besides, 

further applications on monitoring of cutting tool can be 
improved to adaptive control systems for online decision 

making [11]. The following implications can be derived 

according for processing data: 

I. Dataset Collected

A Gaussian Mixture Hidden Markov Model or GMMHMM 

approach proposed for tool wear monitoring is trained and 

tested on the dataset collected from Prognostic Data 

Challenge 2010 data challenge. The mentioned dataset 

contains numerous datapoints comprising of Vibration (in x, 

y, z directions), Force (in x, y, z directions), and Acoustic 

Emission (AE) signals over a span of 315 cuts made during a 

face milling operation of a high-speed CNC milling machine 

with a 3-flute cutter [12]. 

The testbed used for collection of data consisted of a CNC 

milling machine (Röders-Tech RFM760) and a signal 

acquisition center, used for compilation of signals. The data 

signals were gathered on an experimental tool which was 

three-tungsten carbide corner radius end mill for HRC52 

stainless steel [13]. For getting the AE signals, acoustic 

emission sensor was mounted on the side of the workpiece to 

record high frequency stress waves during the milling 

process. Similarly, for getting the vibration signals, three-

dimensional Kistler piezo accelerometer was assembled in x, 

y, and z directions while, a Kistler dynamometer were 
assembled to collect force signals in instructed directions. All 

the data obtained is then processed by a computer for signal 

processing such as A/D conversion. The cutting parameters 

for the milling cutter are summarised in the Table 1. 

Table 1: Cutting Parameters for the data signals 

DESCRIPTION VALUE 

Spindle Speed 10400 rpm 

Feed Rate 1555 mm/min 

Radial Cutting Depth 0.125 mm 

Axial Cutting Depth 0.2 mm 

The training and testing of the proposed model is performed 

on the above dataset and the results are compared with a 

weighted HMM  as proposed [14], HDP-HMM  [15] and a 

conventional HMM all of which were trained on the same 

dataset using different training data.    

II. Dimensionality Reduction using PCA

Since the dataset used for the experimentation purpose 

includes signals for force in x-, y- and z- directions (referred 

as Fx, Fy and Fz respectively) and vibration in x-, y- and z- 

directions(referred as Vx, Vy, Vz respectively) along with AE 
signals during milling operation, some of the features might 

not be important for classifying the wear state. Therefore, 

incorporating dimensionality reduction technique, principal 

component analysis (PCA) is used to reduce the seven 

features of the data to improve results [16]. Principal 

Component Analysis used in this study reduces the features 

of around 200,000 datapoints per cut into smaller features that 

contain the most significant information in each given data set 

. The working of PCA is such that it projects a given data point 

onto only the first few principal components to obtain a lower-

dimensional data. This way we preserve around 95.63% of the 

important information using all the data signals of force and 
vibration and neglecting AE so that important information 

stays intact as shown in Figure III. Thus, from this point 

forward the training data for GMMHMM model will only 

utilize the combinations of force signals which are Fx, Fy, Fz, 
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Fx-Fy, Fy-Fz, Fz-Fx and Fx-Fy-Fz and combinations of 

vibration signals that are Vx, Vy, Vz, Vx-Vy, Vy-Vz, Vz-Vx 

and Vx-Vy-Vz for comparing which combinations provides 

substantially better predictions. 

FIGURE III 

PCA Results 

III. Multi-Classifier GMHMM

The GMHMM-based monitoring procedure consists of two 

steps: To begin, we must create a GMHMM model λi 

(i=1,2,3,4,5,6) for each tool wear condition. Initial model 

parameters λ= (∏initial, Ainitial, cjk,initial, µjk,initial, Ujk,initial) need to 

maximise the probability output P(O| λi) of the observation 
sequences derived from the training data for the ith tool wear 

state. As stated previously, the Baum-Welch method is used 

to estimate the model parameters of GMHMM. The 

observation sequence of test data is supplied simultaneously 

to the trained models (λ1, λ2, λ3, λ4, λ5, λ6) and the log-

likelihood probability output for each tool wear model is 

obtained. The model with the highest output is chosen as the 

matching tool state, as indicated in  Figure IV: 

FIGURE IV 

Flow representation of GMHMM for tool wear state 

estimation    

OPTIMAL NUMBER OF WEAR STATES 

One of the most important constraints of any Hidden Markov 

model approach is the determination of number of hidden 

states that are to found out by the model. Model-Based 

Clustering provides an effective way to suggest the number of 

states and an appropriate model, by taking a probability-based 

approach to build a cluster. Model-based clustering assumes 

that the data is generated by an underlying probability 

distribution and attempts to recover the distribution from the 

data. A familiar model-based approach is the use of finite 

mixture models, which offer a flexible modeling framework 

for probability distribution analysis [17].  

Applying this methodology, we calculated the number of 

states for our processed data. Using the McLust package in R 
programming , the results show that the optimal number of 

states must be kept as 9, having variable number of datapoints 

in a single cluster along with variable shapes for the clusters. 

Figure V shows the results for some of the cutters. 

FIGURE V 

A Cutter Results by Model-Based Clustering 

RESULTS AND DISCUSSIONS 

Milling is one of the most commonly used processes in 

today’s industry and mechanical machining workshop for 
machining parts to precise sizes and shapes. As the direct 

executor, the milling tool that withstands high temperature 

and mechanical shock during the milling process will be worn 

gradually, which directly affect the surface quality of the 

workpiece and increase the rejection rate and production cost 

[18], especially in the case of high-precision material cutting. 

To reduce this effect, the tool condition monitoring (TCM) 

system has been widely used and achieved remarkable results. 

The data show that an effective and reliable TCM system can 

reduce downtime by 10–40% and improve workpiece quality 

[19]. As an important part of tool monitoring system, tool 
wear state recognition mainly includes direct and indirect 

methods. Compared with the direct method for directly 

monitoring the tool wear states by using optical equipment 

and machine vision technology, the indirect method 

recognizes the tool wear states mainly by establishing a 

classifier to depict the relationship between the sensor signal 

feature vector and the tool wear states. Therefore, the indirect 

method is of lower cost and more suitable for practical milling 

process; however, it requires high precision and stability of 

the classifier [20]. 
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The model for the experimentation is created under a Python 

package “hmm-learn” (https://hmmlearn.readthedocs.io/) 

originally developed as part of scikit-learn . For ease of 

identification of the six states defined previously, the states 

are named as follows: Minimal Wear State, Initial Wear State, 
Uniform Wear State, Accelerating Wear State, Severe Wear 

State and Worn-Out State. Since, the GMMHMM is applied 

on the tool wear state estimation, left-right HMM is assumed 

so that the tool wear state either stays in the same state or 

moves forward to an adjacent state. To ensure this, the 

transition probability matrix is assigned as shown in equation 

1 which gets re-iterated up to convergence during the training 

of the developed Gaussian Mixture Hidden Markov Model. In 

regards to this, the initial probability matrix is set as in 

equation 2 which will remain the same throughout the training 

process of the GMMHMM. 

Direct monitoring in tool wear monitoring has been gradually 

phased out by the general environment due to the need to 

suspend the machining process, which affects the machining 

continuity and reduces the machining efficiency. Indirect 

monitoring of the monitoring signals used in each other have 

advantages and disadvantages, the use of signal sensors is 

susceptible to interference by the installation position, cutting 

fluid and other factors, such as cutting force signal is the most 

direct, but the acquisition equipment is expensive, acoustic 

emission signal and sound signal used in the equipment is 

simple, but the installation position and other requirements 
are higher. Therefore, the current use of a single sensor to 

monitor tool wear status is mostly at the experimental stage 

and cannot be fully adapted to the complex environment in 

actual machining. Based on this the average accuracy of 

prediction for all the combinations, it was concluded that the 

combination which produces highest accuracy is “Fy-Fz” 

with 80.778% prediction success. In comparison to other 

HMM-based approaches produced by other researchers, the 

Gaussian Mixture Hidden Markov Model slightly better than 

weighted-HMM method, HDP-HMM approach and 

conventional HMM approach when predicting the tool wear 

state during the milling operations as shown in Figure VI. 

FIGURE VI 

Comparison of Tool Wear State Estimation to other HMM-

Based Approaches 

Cutting tool wear degrades the product quality in 

manufacturing processes. Monitoring tool wear value online 

is therefore needed to prevent degradation in machining 

quality. Unfortunately there is no direct way of measuring the 

tool wear online. Therefore one has to adopt an indirect 

method wherein the tool wear is estimated from several 

sensors measuring related process variables. In this work, a 
neural network-based sensor fusion model has been 

developed for tool condition monitoring (TCM). Features 

extracted from a number of machining zone signals, namely 

cutting forces, spindle vibration, spindle current, and sound 

pressure level have been fused to estimate the average flank 

wear of the main cutting edge. Novel strategies such as, signal 

level segmentation for temporal registration, feature space 

filtering, outlier removal, and estimation space filtering have 

been proposed. The proposed approach has been validated by 

both laboratory and industrial implementations.  

CONCLUSIONS 

The dataset used for the experimentation purpose includes 

signals for force in x-, y- and z- directions (referred as Fx, Fy 

and Fz respectively) and vibration in x-, y- and z- 

directions(referred as Vx, Vy, Vz respectively) along with AE 

signals during milling operation, some of the features might 

not be important for classifying the wear state. Therefore, 

incorporating dimensionality reduction technique, principal 
component analysis (PCA) is used to reduce the seven 

features of the data to improve results. Principal Component 

Analysis used in this study reduces the features of around 

200,000 datapoints per cut into smaller features that contain 

the most significant information in each given data set . This 

way we preserve around 95.63% of the important information 

using all the data signals of force and vibration and neglecting 

AE so that important information stays intact. Thus, from this 

point forward the training data for GMMHMM model will 

only utilize the combinations of force signals and 

combinations of vibration signals for comparing which 

combinations provides substantially better predictions. But 
having large number of wear states proves to be a tedious job 

and might require a more time for the training process of the 

HMM. 
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Abstract 

We are surrounded by colours and these colours are part 

of the fascinating kaleidoscope that is our world. All 

colours have a distinctive implication and relationship 

with human‟s thoughts and impact their actions. Some 

colours have a calming effect and associated with 

quietude. Other colours may lead to a feeling of 

uneasiness or disquiet. Green and blue colours are 

relaxing to our eyes; lemon yellow is considered the 

most fatiguing colour. Colour is a universal 

communication tool. A visual message is enlivened by 

use of colour and perceived properly. The study of 

human behaviour towards colours is known as „Colour 

Psychology‟. The different beliefs, culture, and attitudes 

of the customer affect their understanding of colour. 

The purpose of this paper is to review the literature 

relating to colour psychology in the context of 

marketing and examine the impact of colours on 

marketing. This paper also aims to determine consumer 

awareness of the role as a marketing tool on their 

buying decisions. The study found that colours play an 

important role in marketing. Managers should give 

immense attention to their brands and products colours 

in order to attract a large number of customers. 

Keywords : Colour, Psychology, Marketing, Branding, 

Consumer Behaviour 

1. Introduction

We sometimes think about the way colour impacts our 

mood when we're deciding what to wear or what colour 

to paint our walls. But it's not too often that we think 

about how colour impacts our buying behaviour. But in 

fact it's something that we should be absolutely aware 

of as consumers because according to some research up 

to 90% of all product assessments have to do with 

colour Research says this is the very reason why you 

purchase a specific colour. Colour is 85% of the reason 

you purchase a specific product. 

It only takes about 90 seconds for a customer to form 

an opinion about a product and that takes into account 

what colour it is. It is estimated that anywhere between 

62 to 90 percent of the interaction consumers have with 

products they might potentially purchase has to do with 

a colour. Men and women prefer different colours and 

are more likely to buy depending on the colour of like 

based on their gender. Women love colours like blue 

and purple and green; men like blue, green and black. 

For customers, colour is a powerful motivator in 

recognition and purchasing decisions. According to 

recent statistics posted by analytics company 

KISSmetrics: 

 85% of shoppers cite colour as their primary

reason for buying a particular product

 93% of shoppers consider visual appearance over

all other factors while shopping

 Colour increases brand recognition by 80%

2. History of colour psychology

Colour psychology is the study of how human 

behaviour and emotions are affected by different 

colours. It helps to understand how emotional 

responses are affected by cultural background and age. 

For example, it indicates that a colour like blue might 

make a person feel differently to another colour like red 

(Madden and Hewett, 2000) 

Humans invented colour pigments 40,000 years ago 

using a mixture of chalk, burnt charcoal, animal fat and 

soil.. Initially, only a basic palette of white, black, 

brown and yellow colours was used. Afterwards, 

colours like violet, green and blue were invented as a 

result of advances of science. Later, mixing and 

experimenting lead to the identification of a number of 

new colours.  The psychology of colour dates back 

thousands of years. Egyptians studied their effect on the 

mood of people and used them to accomplish holistic 

benefits. For example: 

Red – Stimulates body and mind and increases the

circulation of blood.

Yellow – Calms the anxieties and cleanses the body.

Orange  – Used to increase energy.

Blue – Soothed pain.

Purple – Helped with skin problems.

Black – Linked to birth and rebirth.

Even today, blue is still used as a “soothing” colour and 

orange represents “energy”. So these associations may 

be cultural as well as psychological. 

Sir Isaac Newton discovered how the colour spectrum 

is organized in the late 1660‟s. He also studied how 

each colour is defined by different wavelengths of 

light. The studies of colour also lead to the 

development of modern colour psychology. This has 

since been used for marketing, architecture design, and 

more. The eminent psychiatrist Carl Jung (1875-1961), 

studied the effects of colour on the human mind. He 

said: “colours are the mother tongue of the 
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subconscious.” Jung‟s studies led him to develop 

colour therapy, as he believed that expressing oneself 

through images and colours could help patients recover 

from trauma or distress. He connected our cultural 

perceptions with the idea that we have a universal, 

bodily response to colour stimulus. 

There is a link between colour and emotions. For 

example, we observe that green, grey and blue, are 

called “cold” colours and yellow, orange, red and 

brown are called “warm”. On the other hand, it is 

perceived that  black, grey and brown colour induces 

melancholy, depression and sadness, green and blue 

colour induces peace, calm and security and orange, 

red and yellow colours may induces  joyfulness and 

enthusiasm (A. Shah et al , 2020) 

Considering the pervasiveness of colour, the field of 

colour psychology is expected to be a well-developed 

area; however,  little theoretical or empirical work has 

been conducted to date on colour‟s influence on 

psychological functioning, (Elliot and Markus, 2017) 

3. Colour psychology in Marketing

At present, colour psychology is widely used in 

marketing and branding to influence consumers to buy 

products (C. Justine, 2019). From the colour of the 

company logo to the colour of the products to the 

colour of the store can be linked to colour psychology 

and the expectation we have of that store can also be 

linked to its colour (S.R.Khattak 2018). These are a few 

examples. 

 Red: This primary colour is associated with passion

and energy. Companies sometimes use the colour

red to express a sense of urgency.

 Orange: This colour is connected with liveliness.

Orange and yellow may indicate eagerness.

 Blue: Dark blue represents trustworthiness,

authority and strength.  Light blue is usually related

to harmony and tenderness.

 Green: The colour green is a colour associated with

growth and nature. Green and purple have a

relaxing influence on individuals.

Colour psychology is used by several corporates in 

advertising and marketing and many motives. 

 Brand identity: Marketers judiciously select

colours that match their brand personality. In order

to or convey the perception of a certain brand,

precise colour pattern is needed.

 Customer targeting: Studies are conducted by

marketers on customer perception of various

colours,

 Marketers can focus their efforts toward particular

demographic segment by making precise colour

choices as per the preferred by their target

consumers.

 Conversion rates: It is the percentage of visitors to

a website that complete a desired activity company

(a conversion) out of the total number of visitors.

This activity may be - making a purchase or

signing up for a newsletter. A simple change in

colour of CTA buttons can increase conversion

rates.

The choice of colour in branding has a big impact on 

how a brand is perceived. The high importance placed 

on colour is an acknowledgment of manufacturers‟ 

understanding that colour has strong emotional loading, 

able to prompt a swifter response to packaging than 

either the written work or imagery (Tutssel, 2000). 

Earlier research suggests that compatibility among 

visual elements of a product or brand such as colour and 

the shape of the logo positively impact the consumer‟s 

responses related to purchase intention, product 

familiarity, satisfaction related to aesthetic appeal and 

value (Cunningham, 2017) 

Red elicits strong emotions, which may be either 

constructive or undesirable. Hence this colour  must be 

used carefully.. It creates a sense of urgency, which is 

why it is effective in sales. Red encourages appetite, 

hence is used frequently in the fast food sector. It gets 

the pulse racing, which is why it is synonymous with 

fast cars and lingerie. The “sale” sign in stores and 

websites are in red colour. Red is used for such 

purposes because it is the colour that triggers 

urgency in consumers. Consumers may feel that the 

product they desire may no longer be available if it 

is not purchased immediately (S. Singh, 2006) 

Figure 1:  Use of Red colour in the Logo 

Orange generates a feeling of warmth given the 

association with the sun. It is considered bright, light 

and fun, so it may suit a non – corporate brand also. We 

associate darker shades of orange with autumn which 

lends itself to earthly brands (B. Shaip, 2020) 

Figure 2:  Use of Orange colour in the Logo 

Green is a relaxing colour that‟s easy on the eye and 

synonymous with health, calmness, and cheerfulness. 

He have a strong primitive relationship with green as it 

represents life. Green is very common among „healthy‟ 

brands from pharmaceuticals to organic food. This 

colour can also be inked to growth of power, eg money, 

military, banking, finance. 
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Figure 3:  Use of Green colour in the Logo 

Blue, the colour of the sky, has a very calming effect on 

the mind and is the colour of reason. It is the colour of 

strength, wisdom and trust which is why can help 

brands look more reliable in the eyes of their 

audience. Brands who want to pose as trustworthy 

companies often use blue. There are no natural blue 

foods in nature which is why it supresses the appetite. 

Figure 4:  Use of Blue colour in the Logo 

Purple has long been the colour of superiority such as 

royalty, wisdom, and sophistication. So it lends itself 

to brands that position their offer as prestigious. Shades 

of purple can be quite moody while tints of purple can 

be used for femininity. 

Figure 5:  Use of Purple colour in the Logo 

Black is a powerful colour that is synonymous with 

luxury and power.  Black is related with the symbol 

of importance and correctness by marketers. Retail 

stores in India (eg Shoppers Stop) are known for their 

basic black and white colour schemes. Black is well 

suited for some trades (fashion) but not in case of other 

trades (health). The insertion of a cheerful colour with 

black can add vigour into sophistication. 

. 

Figure 6:  Use of Black colour in the Logo 

Different colour triggers different biological colour 

reactions in a human body. Packaging helps a product 

stand out visually against its competitor. Attractive 

packaging and brand logos make a product more 

distinctive and eye-catching.  

Consumers anticipate different colours with different 

set of food flavours for example, green with mint or 

lime, brown with cola or chocolate. Colour can change 

taste perceptions of a person which dominates other 

flavour information sources which may include 

labelling and taste. (Grossman and Wisenblit, 1999) 

Considering the global reach of internet in today‟s 

world and increased online shopping trend, the back-

ground colour of a website can influence the waiting 

time, affect, and willingness to recommend the site to 

other person increases. For example, blue colour is 

considered to be a colour of relaxation which tends to 

increase the waiting time, while red or decreases the 

waiting time as it does not create a sense of relaxation.  

Advertising cannot work without stimulating the sense 

of sight. Consumer‟s assurance, confidence and 

encouraging sentiments are shaped by a well-made 

visual identity. Suitable colour directs a strong 

communication to consumers and makes marketing, 

more successful (Aghdaie and Honari, 2014) 

However, even within industries, there can be 

variation. Compare Woodland with Nike for example. 

They both sell footwear, but to diverse markets. The 

target market for Nike is sports enthusiasts. The target 

market of Woodland is the adventurous people who 

love hiking etc. If we compare the logos of these 

brands, we see the adventurous Woodland sporting 

brown denoting ruggedness while the sporty Nike 

using the simple black denoting power and strength. 

4. Research Methodology

Data was collected through secondary sources such as 

journals and articles, and existing researches regarding 

colour psychology, cultural perceptions on colour and 

the application of colours on marketing. This study also 

involved a primary research that was conducted in the 

form of an online survey. 

A questionnaire was used for primary data collection to 

determine consumer awareness of the role of colour as a 

marketing tool on their buying decisions. The 

questionnaire included 7 questions that ranged from 

multiple-choice to Likert statements. The questionnaire 

was implemented online in a random sample of 127 

people of which 52% are male and 48% are female 

respondents. The age of all respondents is above 18 

years.  

Figure -7 
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5. Analysis and results

In this section we will analyse the results of the 

primary data study. The first question asked by the 

respondents is about the way in which colour, texture 

and scent affect their buying decision in the market.  

Figure -8 

According to the results presented in Figure 8, 63.7% 

of the respondents said that colour effects their buying 

decision when shopping, 34.7% of the respondents 

choose texture and 2.4 % choose the scent. 

Figure - 9 

According to the results presented in Figure 9, when 

asked the respondents how the visual feature influences 

their purchase, respondents present data based on their 

experience at various points of sale. 78.2% of the 

respondents choose the colour as the main visual 

feature that effects their purchase decision and 21.8% 

of the respondents choose other visual features. 

Figure – 10 

According to the results in Figure 10, 27% of 

respondents consider red is the colour most often used 

by marketers to advertise their products, 26% chose 

blue while a smaller number selected other colours, eg 

yellow, black, white and green. 

Figure – 11 

In figure 11 we notice that 75.8% of the respondents 

consider colour as one of the important factors that 

affect their buying, while 3.9% believe the opposite. 

Figure - 12 

According to the results in Figure 12, that examined a 

Likert statement with the claim that colour psychology 

is often used for advertising, the highest number of 

respondents strongly agree (39%), while 6% strongly 

disagree. 

Figure - 13 

In Figure 13 we observe results based on a Likert 

statement that examined whether colour is used to 

create a positive attitude towards product or service 

47% of respondents strongly agree; 32% agree, while 

lowest number disagreed (3%). 

6. Conclusions

From the above analysis it is inferred that colour is 

definitely is an important factor that affects consumer‟s 

buying decisions. It is also the main visual feature that 

influences their purchase decisions. Colours are used to 

create a positive attitude of customer towards a product 

or service. Psychology of colours is used in often used 

in advertising while the colours red and blue are most 
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often used by marketers. Colours can be very impactful 

in marketing strategies. Marketers will benefit by 

making effective decisions with use of colour 

psychology. Consumers are also helped to have their 

buying choices with colour psychology. Since 

consumer responses to colours differ in various 

cultures, the marketer must consider the local cultural 

aspect before selecting a particular colour for logo or 

branding.  
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Abstract— 

Purpose: Dietary supplements, which might contain 

multivitamins, minerals, herbs, and other things, work to 

increase physical fitness. The relationship between customer 

preferences, loyalty, and positive growth towards their workout 

supplements is examined in this study. One way to promote 

dietary supplements is to make them more competitive in the 

gym. These supplements help with muscle gain and workout 

endurance for the greatest growth outcomes. One of the key 

ways for attracting mass consumers is for certain businesses to 

use television commercials and word-of-mouth marketing 

techniques. This study looks into the connections between 

dietary supplement quality, physical change, motivation, and 

behaviour. The demographic data revealed that the majority of 

residents had favourable opinions about dietary supplements. 

Even though it indicated that all participants were fully aware 

of the negative effects, the majority of respondents had no issues 

with the industry's recent adjustments. These results suggest 

that individual transformation could offer the best results and 

encourage consumers who are happy with the positive feedback 

Design/methodology: For the research work, West Bengal’s 

major cities were chosen for the data collection. In order to 

conduct this research activity, standardized questionnaires are 

used. The data was collected using the convenience sampling 

method. The data collection size was 240 and was collected from 

men, and women of different age groups, belongings to different 

income brackets.  

Findings: From the study, four factors emerged which have 

been labelled as “Quality,” “Customer satisfaction”, 

“Motivation”, and “Body Transformation”.   

Keywords: dietary supplements, individual transformation, 

consumer satisfaction, demographic factors. 

I. INTRODUCTION

Gym Supplements are used widely amongst fitness 

enthusiasts to improve one’s ability and to enhance fitness 

levels. Supplements can be defined as an independent 

separate category comprising many dietary components such 

as vitamins, minerals, and meal substitutes, etc. The 

utilization of dietary supplements has increased 

exponentially among those who share an interest in physical 

or athletic activities (El Khoury and Jonville, 2012). Utilizing 

vitamins is mostly done to satisfy nutritional requirements, 

boost individual wellness, and lessen vulnerability to 

sickness. In the US, for instance, a 2011 study on nutritional 

supplements revealed that 69% of participants utilize them 

(Dickinson A, Blatman J, El-Dash N, Franco JC, 2014). A 

younger age group is the one who is the most prevalent 

consumer of protein supplements (Hartmann C, Siegrist M, 

2016, Weins K, Erdman KA, Stadnyk M, Parnell JA, 2014), 

whereas further study has shown that the elder age uses 

generic nutritional supplements most often (Bailey RL, et.al 

2013). 

Gyms have become one of the most prominent spaces for 

people to work on their bodybuilding and to discipline their 

physical selves in the search of improved physical condition 

and general well-being (Hutson, 2013). Many athletes believe 

that a normal diet will not suffice for the finest performance, 

and they resort to the use of dietary supplements to improve 

their diet or gain a competitive edge (Bishop, 2010). Protein 

supplementation was taken under used mostly for the 

betterment of one’s physical capability and to increase the 

rate of recovery after every session (Hartmann C, et al.2014). 

According to a study investigation among Malaysian young 

adolescents, it says that male adolescents who consider 

themselves underweight were more likely to take dietary 

supplements rather than others (Yeo PS, Norhafizh S, Mohd 

HAM, Nor AMZ, Suhaila AG, 2014).The usage of 

supplements is most popular amongst athletes and people 

who like to go to commercial gyms with a huge range of 

brands and products present in the market (Morrison et al, 

2004). Some of the supplements possibly contain excessive 

doses of potentially toxic ingredient   on the contrary, some 

of them contain significant amounts of the ingredients listed 

on the label (Maughan, 2005; Di Luigi, 2008) The numbers 

of obese people are monitored among many developed 

countries (James WPT, 2008, Müller-Riemenschneider F, 

Reinhold T, Berghöfer A, Willich SN, 2008, Ford ES, 

Mokdad AH, 2008). Off-market supplements, largely 

distributed through retail networking that is not governed by 

standard safety regulations, seem to be bringing back dangers 
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from the past, such weight loss alarms that were banned 

decades ago ( Lachenmeier DW, Löbell-Behrends S, Böse W, 

Marx G, 2013). The result of a Malaysian study shows that 

females were taking supplements only to decrease their 

weight (Cichocka I, Krupa J, 2016). Porphyrically active 

people require any additional requirements rather than those 

which are obtained from a balanced diet, also they do not 

need to replace their supplements as a sole item or food of the 

diet (Rockwell, Nichols-Richardson, & Thye, 2001, Szmigin 

& Piacentini, 2014).  

Resistance exercise is a form of exercise that is the key 

component of comprehensive exercise training programs for 

both athletes as well recreational active individuals. 

Although, resistance exercise is one of the most effective 

ways to increase or gain lean muscle mass in long term in 

short term, it does not help much and results in muscle 

damage and injury and, soreness which can limit one’s 

physical capability in subsequent training sessions or 

competitive events ( S. Haramizu, N. Ota, T. Hase, T. 

Murase, 2013). Moreover, previous studies have pointed out 

that dietary supplement usage data in the context of Asian 

countries are limited (Yeo PS, Norhafizh S, Mohd HAM, Nor 

AMZ, Suhaila AG, 2014, Lee JE, 2014). These observations 

suggest that gym supplements are usually needed by both 

generations (young and old ) to improve one’s fitness levels 

and to minimize the negative effects of the gym like cramps, 

muscle soreness, etc. Studies say that males who identify 

themselves as underweight or weak are more likely to take 

supplements but females prefer to take supplements only in 

order to stay fit. Gym supplements are really important for 

many but it is more important for them to consult a respective 

professional in that field. 

II. LITERATURE REVIEW

The most crucial factor in the environment of today is 

physical fitness. It has an effect on a healthy lifestyle in 

addition to being important for bodily health and physical 

fitness. It is also known that physically fit persons neither 

require supplemental nutrients other than those provided 

through a balanced diet nor do they need to substitute 

supplements as a meal or the sole source of nutrition in their 

diets. (Szmigin & Piacentini, 2014). The desire to improve 

one’s health, minimize nutritional deficiencies, and lessen 

susceptibility to sickness is some of the reasons people use 

supplements. Gyms have developed into important spaces 

where people may practice bodybuilding and discipline their 

physical selves in the quest for improved physical health and 

general wellbeing (Hutson, 2013) In search of greater 

physical health and general wellbeing, In quest of greater 

physical health and general wellbeing, people are 

increasingly using gyms as significant locations to practise 

bodybuilding and discipline their physical selves (Bishop, 

2010). In fact, gym users are a vital target of the supplement 

market (El Khoury & Jonville, 2012).  

  Gym supplement marketing techniques revolve around 

making the product visually appealing. Television 

advertisements and media play a significant part in athletes' 

decisions to utilize supplements. The majority of college 

students' awareness of supplement use came through media 

advertisements, friends, and family, and just a small number 

from their doctors. Athletes have unrestricted access to 

supplements, which have evolved into a significant 

nutritional element impacting Middle Eastern society (El 

Khoury & Jonville, 2012). The majority of individuals who 

utilize supplements like anabolic-androgenic steroids do so to 

enhance their appearance (Kanayama, G., & Pope Jr, H. G. 

2018).A desire for masculinity and a dissatisfied body image 

are two other motives for using anabolic-androgenic 

drugs(Mooney, R.,2017). Gender differences have been 

identified, where males employ supplements to enhance 

muscle growth, limit convalescence duration and improve 

general power and strength(Attlee, A., Haider, A., Hassan, 

A., Alzamil, N., Hashim, M., & Obaid, R. 2018). Women, on 

the other, side desire better nutrition, better appearance, 

weight loss, and continued energy(Kobayashi, E., Sato, Y., 

Umegaki, K., & Chiba, T. 2017.). Consumption of 

supplements among young adults is primarily divided into 

two categories: recovery/healing and athletic performance. 

While supplements like protein and creatine are used to boost 

sports performance, vitamins and minerals are regarded to be 

helpful for rehabilitation. 

Athletes frequently use protein supplements to increase the 

creation of muscle proteins and speed up recovery after 

physical activity. The creation of muscle proteins and speed 

up recovery after physical activity, athletes frequently use 

protein supplements. A systematic review of 49 randomly 

controlled studies found that protein supplementation can 

significantly increase muscle development and endurance in 

both resistance-trained and untrained individuals (Cermak et 

al., 2012 ). Nevertheless, consuming too much protein may 

have negative consequences on the bones, liver function and 

lungs (Devries and Phillips, 2015). Bodybuilders and athletes 

frequently use supplements containing creatine to increase 

their muscle mass and capacity output. Creatine-containing 

pills are often used by professional athletes and gym freaks 

to boost their muscle growth and performance (Kreider et al., 

2017). Long-term intake of creatine, yet, may cause gastric 

irritation, muscular cramping, and kidney failure. To improve 

their endurance and performance, athletes frequently utilise 

caffeine, an energy drink that is commonly used. 

Supplementing with caffeine can boost mental performance 

and awareness while decreasing weariness (Grgic et al., 

2021). Additionally, a meta-analysis and systematic review 

of 21 trials discovered that using stimulant supplements can 

increase stamina and prevent weariness (Southward et al., 

2018). Nevertheless, consuming too much caffeine may have 

negative consequences including stress, sleeplessness, and 

stomach discomfort (Temple, 2019). 

Gym supplements' safety and effectiveness might vary based 

on a variety of elements, including pricing, qualifications, 

ingredients, production procedures, and the recognition of the 

company. (Trexler, E. T. et al.,2015). It's critical to select 

reliable brands that are produced in approved by GMP 

advantages, have external awards, utilize premium, 

scientifically-backed components, and are reasonably priced 

in order to assure excellent hygiene and security (Devries, M. 

C., & Phillips, S. M. 2015). You may reach your health 

targets in a safe and efficient manner by conducting studies 

and properly reviewing supplements. The use of gym 

supplements for body transformation may enable individuals 

to reach their fitness objectives more quickly, but it's crucial 

to keep in mind that these products cannot replace a balanced 

diet and regular physical activity (Pasiakos, S. M., McLellan, 
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T. M., & Lieberman, H. R. 2015). Supplements like whey

protein, creatine, and caffeine can help with boosting energy,

recuperation, and development of muscles, but they should

be taken in conjunction with a nutritious diet and regular

workouts (Rawson, E. S., Miles, M. P., & Larson-Meyer, D.

E. 2018).

The findings from this research have a number of 

ramifications for companies who make and market 

supplements for athletes. First and foremost, it's crucial to 

create items that satisfy consumers' needs while being 

inexpensive and successful in producing the desired results. 

The second most important thing to do is to make sure that 

these goods are of the highest calibre, with a focus on natural 

components, safety, and ethical production procedures. 

Lastly, it is crucial to highlight the advantages of these items 

to customers through successful marketing efforts, 

emphasising how they may boost desire, encourage bodily 

change, and increase overall consumer pleasure. 

The findings of this study offer important new information on 

how supplements for the gym might boost customer 

happiness while also encouraging motivation and physical 

change. Consumer satisfaction was found to be influenced by 

factors such as taste, effectiveness, and value for money, with 

consumers preferring products that provided noticeable 

results while being affordable and enjoyable to consume. 

Quality was also found to be a key factor in the selection of 

gym supplements, with consumers preferring products that 

were safe, natural, and manufactured by reputable companies. 

These long-term effects of exercise supplements on people's 

well-being and wellness merit more study. This might entail 

long-term studies that monitor people's supplement use over 

time and evaluate their general healthcare outcomes, such the 

prevalence of chronic illnesses and death rates. 

III. OBJECTIVE OF THE STUDY

To understand whether the demographic factors are 

influencing professional athletes towards dietary 

supplements. 

IV. RESEARCH METHODOLOGY 

Using a systematic questionnaire and causal customer 

interaction 240 samples were gathered from West Bengal’s 

major cities. People of all ages, genders, occupations, and 

socioeconomic backgrounds provided the data. Each of the 

survey's parameter studies' scores was determined using a 

five-point scale (from 1-strongly disagree, to 5-strongly 

agree). 

V. FINDING AND ANALYSIS

V-5 Feel more energized during my workouts

when I take gym supplements. 

V-10 The taste of the gym supplements I use is

important to me. 

V-13 Individuals feel more motivated to work out when

they take gym supplements. 

1. GENDER:

H0 – There is no significant association between gender and 

customer Satisfaction related to gym supplements. 

H1 – There is a significant association between gender and 

customer Satisfaction related to gym supplements. 

__________________ 

INSERT TABLE 1 

__________________ 

From the above table (Table 1) we see that the chi-square 

value forV5 is 5.952a and the asympsig is .203 which is more 

than 0.05. Similarly, the chi-square value for V10 is 4.201a 

and the asymp sig is.380 which is also more than 0.05, and 

the chi-square value for V13 is 6.141a and asymp sig is .189 

which is also more than 0.05. This implies that the null 

hypothesis is accepted, and the alternate hypothesis is 

rejected. Thus, gender does not have a significant association 

with customer satisfaction with respect to variables V5, V10, 

and V13. Similarly, it can be seen that the Contingency 

Coefficient of variable V5 is .156 and for variable V10 is .131 

and for variable V13 is .158 this indicates the relationship 

between gender and customer satisfaction is low with the 

variable. 

2. AGE:

H0 – There is no significant association between age and 

customer Satisfaction related to gym supplements. 

H1 – There is a significant association between age and 

customer Satisfaction related to gym supplements. 

__________________ 

INSERT TABLE 2 

__________________ 

__________________ 

Fig: V5, V10, V13 

__________________ 

From the above table (Table 2) we see that the chi-square 

value for V5 is 62.269a and the asymp sig is .000 which is 

less than 0.05. Similarly, the chi-square value for V10 is 

79.607a and the asymp sig is .000 which is also less than 0.05, 

and the chi-square value for V13 is 48.657a and asymp sig is 

.000 which is also less than 0.05. This implies that the null 

hypothesis is rejected, and the alternate hypothesis is 

accepted. Thus, age have a significant association with 

customer satisfaction with respect to variables V5, V10, and 

V13. Similarly, it can be seen that the Contingency 

Coefficient of variable V5 is .454 and for variable V10 is 

.499, and for variable V13 is .411 this indicates the 

relationship between age and customer satisfaction is 

medium with the variable. 

With respect to variable 5 we can see that the 

amount of energy can be raised for those between the 

ages of 18 and 25 through enhanced blood flow, 

sharpening focus, minimizing exhaustion, and 

accelerating the repair of muscles. Similarly, in 

variable 10 we can see that people with upper-middle 
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incomes group might place more value on taste 

because they are unlikely to have a choice between a 

wide variety of wholesome foods. Dietary 

supplements with a pleasant flavor can offer a more 

pleasurable and practical approach to complete their 

meals and fulfill their nutritional demands. 

Correspondingly, in variable 13 we can see that given 

the reported benefits of supplements, such as 

increased stamina, quicker recovery of muscles, 

and a sense of devotion to training objectives, 

individuals in the 18–25 age range might become 

more inspired to workout. 

3. INCOME:

H0 – There is no significant association between income and 

customer Satisfaction related to gym supplements. 

H1 – There is a significant association between income and 

customer Satisfaction related to gym supplements. 

__________________ 

INSERT TABLE 3 

__________________ 

__________________ 

Fig: V5, V10, V13 

__________________ 

From the above table (Table 3) we see that the chi-square 

value for V5 is 42.109a and the asymp sig is .000 which is 

less than 0.05. Similarly, the chi-square value for V10 is 

93.517a and the asymp sig is .000 which is also less than 0.05, 

and the chi-square value for V13 is 60.042a and asymp sig is 

.000 which is also less than 0.05. This implies that the null 

hypothesis is rejected, and the alternate hypothesis is 

accepted. Thus, income have a significant association with 

customer satisfaction with respect to variables V5, V10, and 

V13. Similarly, it can be seen that the Contingency 

Coefficient of variable V5 is .386 and for variable V10 is 

.530, and for variable V13 is .447 this indicates the 

relationship between income and customer satisfaction is 

medium with the variable. 

With respect to variable 5 we can see that people with upper-

middle incomes may benefit from using gym supplements as 

they may lack sufficient funds to pay for personalized 

training along with other gym costs. These supplements can 

offer a convenient and economical solution to raise your 

fitness level. Similarly, in variable 10 we can see that while 

choosing supplements, those between the ages of 18 and 25 

are more prone to put taste first. This age group has more 

refined taste perceptions and frequently prefers dietary 

supplements that are more appealing and enjoyable to take. 

Correspondingly, in variable 13 we can see that people those 

who have income less than 25k are more motivated that’s 

due to their belief that using gym supplements will have 

certain advantages, such as better physical performance 

and a sense of dedication, those with lower earnings may 

feel more driven to exercise. 

4. OCCUPATION:

H0 – There is no significant association between occupation 

and customer Satisfaction related to gym supplements. 

H1 – There is a significant association between occupation 

and customer Satisfaction related to gym supplements. 

__________________ 

INSERT TABLE 4 

__________________ 

__________________ 

Fig: V5, V10, V13 

__________________ 

With respect to variable 5 we can see that given their hectic 

schedules, stress, competitive attitude, and lack of 

efficiency; people who are active professionally may feel 

more energised while exercising while taking supplements. 

Similarly, in variable 10 we can see that due to time limits, 

health issues, or individual tastes, many entrepreneurs may 

place a higher priority on the flavour of their fitness 

supplements. Correspondingly, in variable 13 we can see that 

due to their competitive drive, need for stress relief, or 

health issues, numerous entrepreneurs may be more 

inclined to take gym supplements. It may also save time to 

take these vitamins. 

5. EDUCATIONAL QUALIFICATION:

H0 – There is no significant association between educational 

qualification and customer Satisfaction related to gym 

supplements. 

H1 – There is a significant association between educational 

qualification and customer Satisfaction related to gym 

supplements. 

__________________ 

INSERT TABLE 5 

__________________ 

__________________ 

Fig: V5, V10, V13 

__________________ 

From the above table (Table 5) we see that the chi-square 

value for V5 is 80.059a and the asymp sig is .000 which is 

less than 0.05. Similarly, the chi-square value for V10 is 

27.998a and the asymp sig is .006 which is also less than 0.05, 

and the chi-square value for V13 is 54.458a and asymp sig is 

.000 which is also less than 0.05. This implies that the null 

hypothesis is rejected, and the alternate hypothesis is 

accepted. Thus, educational qualification has a significant 

association with customer satisfaction with respect to 

variables V5, V10, and V13. Similarly, it can be seen that the 

Contingency Coefficient of variable V5 is .500 and for 

variable V10 is .323, and for variable V13 is .430 this 
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indicates the relationship between educational qualification 

and customer satisfaction is medium with the variable. 

With respect to variable 5 we can see that students in college 

are frequently experiencing a lot of stress, which may cause 

them to feel energised when exercising. Additionally, they 

might be consuming vitamins for the gym to assist with 

anxiety and other health issues. Similarly, in variable 10 

since gym supplements are convenient and pleasant, and a lot 

of college students might be worried about their physical 

health, gym supplements are popular among them. 

Correspondingly, in variable 13 we can see that the ability to 

increase physical performance, offer health advantages, 

lessen tension, and have an impact on colleagues may be 

reasons for college students considering gym supplements. 
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Table 1: - Chi-Square Tests & Symmetric Measures 

Value df 

Asymp. Sig. 

(2- 

sided) 

Value 

Approx. 

Sig. 

V5 Pearson Chi-Square 5.952a 4 .203 

Nominal by 

Nominal 

Contingency 

Coefficient 

.156 .203 

Likelihood Ratio 5.985 4 .200 

N of Valid Cases 240 N of Valid Cases 240 

V10 Pearson Chi-Square 4.201a 4 .380 Nominal by 

Nominal 

Contingency 

Coefficient 

.131 .380 

Likelihood Ratio 4.220 4  .377 

N of Valid Cases 240 N of Valid Cases 240 

V13 

Pearson Chi-Square 6.141a 4 .189 Nominal by 

Nominal 

Contingency 

Coefficient 

.158 .189 

Likelihood Ratio 6.238 4 .182 

N of Valid Cases 240 N of Valid Cases 240 

Table 2: - Chi-Square Tests & Symmetric Measures 

Value df 

Asymp. Sig. 

(2- 

sided) 

Value 

Approx. 

Sig. 

V5 Pearson Chi-Square 62.269a 16 .000 

Nominal by 

Nominal 

Contingency 

Coefficient 

.454 .000 

Likelihood Ratio 71.204 16 .000 

N of Valid Cases 240 N of Valid Cases 240 

V10 Pearson Chi-Square 79.607a 16 .000 Nominal by 

Nominal 

Contingency 

Coefficient 

.499 .000 

Likelihood Ratio 89.259 16 .000 

N of Valid Cases 240 N of Valid Cases 240 

Pearson Chi-Square 48.657a 16 .000 .411 .000 
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V13 Likelihood Ratio 57.904 16 .000 Nominal by 

Nominal 

Contingency 

Coefficient 

N of Valid Cases 240 N of Valid Cases 240 

Fig: V5 

Fig: V10 

Fig: V13 

Table 3: - Chi-Square Tests & Symmetric Measures 

Value df 

Asymp. Sig. 

(2- 

sided) 

Value 

Approx. 

Sig. 

V5 Pearson Chi-Square 42.109a 16 .000 

Nominal by 

Nominal 

Contingency 

Coefficient 

.386 .000 

Likelihood Ratio 44.170 16 .000 

N of Valid Cases 240 N of Valid Cases 240 
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V10 Pearson Chi-Square 93.517a 16 .000 Nominal by 

Nominal 

Contingency 

Coefficient 

.530 .000 

Likelihood Ratio 95.310 16 .000 

N of Valid Cases 240 N of Valid Cases 240 

V13 

Pearson Chi-Square 60.042a 16 .000 Nominal by 

Nominal 

Contingency 

Coefficient 

.447 .000 

Likelihood Ratio 68.087 16 .000 

N of Valid Cases 240 N of Valid Cases 240 

Fig: V5 

Fig: V10 

Fig: V13 
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Table 4: - Chi-Square Tests & Symmetric Measures 

Value df 

Asymp. Sig. 

(2- 

sided) 

Value 

Approx. 

Sig. 

V5 Pearson Chi-Square 22.848a 8 .004 

Nominal by 

Nominal 

Contingency 

Coefficient 

.295 .004 

Likelihood Ratio 25.001 8 .002 

N of Valid Cases 240 N of Valid Cases 240 

V10 Pearson Chi-Square 16.841a 8 .032 Nominal by 

Nominal 

Contingency 

Coefficient 

.256 .032 

Likelihood Ratio 17.501 8 .025 

N of Valid Cases 240 N of Valid Cases 240 

V13 

Pearson Chi-Square 35.803a 8 .000 Nominal by 

Nominal 

Contingency 

Coefficient 

.360 .000 

Likelihood Ratio 34.748 8 .000 

N of Valid Cases 240 N of Valid Cases 240 

Fig: V5 

Fig: V10 
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Fig: V13 

Table 5: - Chi-Square Tests & Symmetric Measures 

Value df 

Asymp. Sig. 

(2- 

sided) 

Value 

Approx. 

Sig. 

V5 Pearson Chi-Square 80.059a 12 .000 

Nominal by 

Nominal 

Contingency 

Coefficient 

.500 .000 

Likelihood Ratio 89.770 12 .000 

N of Valid Cases 240 N of Valid Cases 240 

V10 Pearson Chi-Square 27.998a 12 .006 Nominal by 

Nominal 

Contingency 

Coefficient 

.323 .006 

Likelihood Ratio 27.134 12 .007 

N of Valid Cases 240 N of Valid Cases 240 

V13 

Pearson Chi-Square 54.458a 12 .000 Nominal by 

Nominal 

Contingency 

Coefficient 

.430 .000 

Likelihood Ratio 65.779 12 .000 

N of Valid Cases 240 N of Valid Cases 240 

Fig: V5 
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Fig: V10 

Fig: V13 
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Abstract—The onset of the conflict between Ukraine 
and Russia on the 23rd of February 2022 was a major 
event that captured the attention of the world and gave 
rise to a lot of discussions on social media related to the 
conflict. Sentiment Analysis is a technique which refers 
to the use of natural language processing and text 
analysis to identify, extract, quantify, and study 
affective states and subjective information. This study 
employs tweets related to the war in Russia & Ukraine 
as data to perform a sentiment analysis on a global 
scale. The main objective of this research is to gain 
insight into the psychology and behavior of different 
societies, with the aim of mitigating the impact of the 
resulting economic and social crisis. The study also aims 
to identify the accuracy of Recurrent Neural Networks 
(RNN) in performing sentiment Analysis. 

Keywords—Sentiment Analysis, NLP, Russia-
Ukraine, Recurrent Neural Networks 

I. INTRODUCTION

The world is in shock following Russia's invasion of 
Ukraine, with the conflict dominating headlines in the 
media and on social networks. This paper examines how 
social media has been utilized as a weapon by both sides in 
the war, and assesses the impact of propaganda techniques 
in the new digital environment. Social media can also 
expose propaganda, and the decentralized nature of these 
platforms poses new challenges for authorities seeking to 
control narratives. 

The impact of the struggle between information and 
disinformation is uncertain. When governments possess 
"market power" in the information space, such as Russia, 
social media can be a potent tool for shaping public opinion. 
However, in the more open Internet environments in many 
other parts of the world, there is a fierce battle to determine 
the narrative. The ultimate outcome of this contest remains 
unknown. 

Social media sentiment analysis entails gathering and 
evaluating information on how people discuss a brand on 

social networks. This goes beyond simply counting 
mentions or comments, instead considering emotions and 
opinions. It helps in analysing the data and understanding 
the sentiments of the people. We have used Twitter as our 
social media platform to obtain data and perform sentiment 
analysis on it.  

The remaining sections of this paper are structured as 
follows: Section II introduces the dataset that was utilized 
for the research, presents the outcomes of the Exploratory 
Data Analysis (EDA) carried out on this dataset, and 
describes the process of sentiment analysis that was 
conducted. Section III displays the outcomes of a machine 
learning model that was employed for the classification of 
sentiment for each tweet. Section IV discusses the research 
findings. Lastly, in Section V, we present the conclusions 
drawn from the study. 

II. METHODS AND DATA

A. Russia-Ukraine tweets Dataset

The dataset used for this project was found on Kaggle
with the name ”Ukraine Conflict Twitter Dataset”. We 
have used the Version 416 for this work. The dataset 
selected for this research project contains a total of  237,298 
tweets. There are a total of 29 columns with data types int64 
and object. 

B. Exploratory Data Analysis

We began the EDA by removing the columns that we
did not need. The entire dataset had 29 columns. We 
dropped the columns ‘Unnamed: 0’, ‘userid’, ‘username’, 
‘acctdesc’, ‘usercreatedts’, ‘coordinates’, ‘is_retweet’, 
‘original_tweet_id’, ‘original_tweet_userid’, 
‘original_tweet_username’, ‘in_reply_to_status_id’, 
‘in_reply_to_userid’, ‘in_reply_to_screen_name’, 
‘is_quote_status’, ‘quoted_status_id’, 
‘quoted_status_userid’, ‘quoted_status_username’ and 
‘extractedts’; these columns were unnecessary for 
sentiment analysis. There were several reasons due to 
which we decided to drop these columns. ‘Unnamed: 0’  
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TABLE I. – FINAL LIST OF DATASET ATTRIBUTES 

was carrying the index information only, ‘userid’, 
‘username’ and ‘acctsdesc’ are unique to each user, 
‘usercreatedts’ stores information as to when the account 
was created which is not required by us, we also do not need 

the ‘coordinates,’ as the column was almost entirely full of 
null values, we are also not concerned with whether a given 
tweet is a retweet, quote, or a reply to another tweet, 
therefore the columns pertaining to information related to 
such activities were also dropped, and ‘extractedts’ gives 
us the time in which the tweet was extracted, so it is 
unimportant as well. For clarity, the column ‘text’ of the 
original dataset which contains the content of a given tweet 
was renamed as ‘tweet’ instead. The table I presents the 
final list of the attributes used in the dataset with a small 
description of each one of these. 

The examples containing NaN values were also eliminated 
from the data set; these values were found mostly in the 
‘location’ column. After this, some crucial insights were 
extracted to understand the overall structure of the data 
before moving on to the pre-processing of the dataset. 

There are 64 languages in this dataset, but we looked for 
the 10 most used in these tweets; see figure 1. As expected, 
the language English (‘en’) was the most seen in the 
dataset. A similar approach was performed for the location 
of the tweets. Obtaining accurate information for this value 
was complicated, as location is self-declared by a user. This 
means that there is an uncertainty regarding whether they 
are or not from their respective locations as specified by 
them. However, we wanted to observe which were the 
countries that contributed more to the total number of 
tweets. If we look at the graph, we can see that Ukraine 
contributed the most; see figure 2. It shows top 20 countries 
based on their contribution to the total number of tweets. 

To identify which were the most used words in the given 
tweets dataset, a word cloud was built. In figure 3, we can 
see that words like ‘Russia’, ‘Ukraine’, ‘Russian’, ‘Putin’, 
etc. were the most resounding in Twitter. 

Figure 4 visualizes the most used hashtags. Four hashtags 
have a noticeably higher frequency than the rest. These are 
‘Russia’, ‘RussiaIsATerroristState’, ‘StandWithUkraine’ 
and ‘Putin’. It is interesting to know how Russia is so 

Attribute Attribute Description 

Location Location of the tweet 

Following Number of accounts followed by the user 

Followers Number of accounts that follows the user 

Totaltweets Total tweets of the user 

Tweetid Unique ID of each tweet 

Tweetcreatedts Date and Time when tweet got published 

Retweetcount Number of retweets 

Tweet Tweet’s textual content 

Hashtags Hashtags included in the tweet 

Language Language of the tweet 

Favorite_count Total number of likes on a tweet 

Fig. 3. Word Cloud highlighting the most frequent words 
Fig. 1. Top 10 languages based on number of tweets 

Fig. 2. Top 20 Countries based on their contribution to total number of 
tweets 
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widely tagged and the top 5 hashtags in a way biased 
towards Ukraine.  

C. Sentiment Analysis

In our dataset, it is easy to determine the sentiment of
any entry by looking at its polarity. Polarity can be 
calculated using the VADER model, a pre-trained model 
included in the NLTK library. The VADER model provides 
scores based on the words used in an entry by referencing 
the strength of each word and then summing them up to 
produce a final score. We interpret the polarity of this score 
to determine whether an entry has positive, negative, or 
neutral sentiment. A positive number indicates positive 
sentiment, a negative number indicates negative sentiment, 
and a score of zero represents neutral sentiment. 

 We chose the VADER module because it can analyze 
unlabeled data directly, making it a convenient tool for 
sentiment analysis. However, before feeding the data into 
the VADER analyzer, we perform some preprocessing 
steps. First, we remove hyperlinks, emoticons, and symbols 
from the entries. Then, we convert all entries to lowercase 
to ensure consistency in the analysis. 

This pre-processing step is important in text analysis 
tasks as it helps in standardizing the input text data, 
removing unwanted characters, and reducing the 
dimensionality of the input space. By removing stop words 
and lemmatizing the remaining words, the pre-processing 
step helps in reducing the irrelevant information in the input 
text data and improving the accuracy of the sentiment 
analysis model. Figure 5 shows the distribution of negative 
and positive tweets in the dataset. We can infer that there is 
a majority of positively oriented tweets in the dataset. 

D. Recurrent Neural Network

For this project, we implemented a Recurrent Neural 
Network (RNN), to predict the sentiment of tweets. The 
RNN model is a simple, but highly efficient model for 

predicting the values of sentiment in the tweets. Figure 6 
shows the summary of this model.  

We start by tokenizing the tweets using a tokenizer with 
a maximum vocabulary size of 5000 words. We then 
convert the tokenized tweets into sequences and pad them 
to a maximum length of 100. Next, we split the data into 
training and testing sets using a test size of 20%, and convert 
the labels into one-hot encoded vectors. Our RNN model 
consists of an embedding layer with input dimensions as 
5000, a SimpleRNN layer with 64 units, and a dense output 
layer with a softmax activation function. We compile the 
model using the Adam optimizer and binary_crossentropy 
loss function. For evaluation, we use binary accuracy, 
precision, and recall metrics. 

We train the model for 10 epochs with a batch size of 64 
and a validation split of 20%. Figure 7 shows the 
visualization of Accuracy vs epochs and Loss vs epochs. 

III. RESULTS

The RNN model training can be seen in the figure 6. The 
training set ended with a 99.29% accuracy, while the 
validation set ended with an accuracy of 96.86%. For the 
test set we used the same number of tweets used in the 
validation set, and we ended with an accuracy of 95.02%.  

Fig. 5. Categorization of Negative and Positive tweets by VADER 

Fig. 4. Top 15 hashtags used in the dataset 

Fig. 6. Summary of model 
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IV. DISCUSSION

The study proposes that a Recurrent Neural Network 
(RNN) model can be trained on past tweets related to the 
conflict between Ukraine and Russia to predict sentiment 
scores for new tweets. To validate the effectiveness of the 
sentiment analysis and classification methods used in the 
study, the procedures were based on previous literature. It 
should be noted that the text vectorization technique was 
used to convert the text into numbers for processing by the 
neural network. However, the model's vocabulary is limited 
to the words used in the training data, which is specific to 
the topic of the conflict. Therefore, the model is specialized 
in this topic and will not work as well with tweets that use 
different words. 

The study's results suggest that the RNN model can 
predict sentiment scores accurately for new tweets within 
the topic of the conflict between Ukraine and Russia. This 
is significant because the conflict is still ongoing, and 
sentiment analysis could provide insights into how people 
are reacting to it over time. By analyzing sentiment scores 
over a period, the model could create a time series and 
reveal how the conflict has impacted people through time. 
This is a recent and ongoing topic, and a sentiment analysis 
could lead to interesting findings regarding people's 
reactions to it at different points in time. 

The implications of the study are that it is possible to 
gauge worldwide sentiment and analyze its impact on 
people over different periods regarding the conflict 
between Ukraine and Russia. Sentiment scores obtained 
using this model could be used in other studies in various 
fields. To further develop the research, there is room for 
experimentation with different layers, optimization 
methods, encoding methods, and vocabulary size to 
improve the model's accuracy. Increasing the vocabulary 
size could expand the model's predictive range without 
losing accuracy. 

V. CONCLUSION

In this work, we performed a sentiment analysis of the 
tweets related to the Ukraine-Russia war from all around 
the world. Once the tweets were cleaned, we conducted an 
Exploratory Data Analysis (EDA) to have a better 
understanding of the presented data. We used the pre-
trained sentiment analyzer called VADER, to rate the 
sentiment of a group of tweets, and then used those tweets 
as the training and test datasets to be used in the deep 
learning model, which is RNN. This RNN had a good 
performance with accuracy in the validation set up to 
96.86% and the accuracy in the test set up to 95.02%. 

The Recurrent Neural Networks has been known for its 
great performances in natural language processing tasks, 
and this case was not the exception. With a relative number 
of epochs, and a relatively small number of tweets (small 
compared to the number of tweets that could be used), we 
achieved a good performance. The sentiment analysis helps 
us understand that, as predicted, a high percentage of the 
tweets related to the Ukraine- Russia war was neutral, i.e., 
73.96% and positive sentiments were about 13.97% 
whereas 12.07% were negative sentiments. Even though 
the current circumstances are horrible, people around the 
world, one way or another, tried to contribute by spreading 
some positivity through their tweets. 
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Does digitalization-based commercial reform reduce stock pr ice crash r isk?

Abstract: Improving information disclosures and monitoring corporate commercial activities are
the core content of commercial reform, which is conducive to providing commercial support for
enterprises, creating a good commercial environment, and promoting high-quality economic
development. In the decade from the global financial crisis to the COVID-19 pandemic, China
implemented a series of digital technologies to accelerate the process of commercial reform. To
explore the economic effectiveness of digitalization-based commercial reform, we manually
collect the data of digitalization-based commercial reform in which the Market Supervision
Administration in each city applies digital technologies for improving information environments
and monitoring the commercial activities of firms. Using a large sample of Chinese listed firms
and the staggered difference-in-differences research design, we find that digitalization-based
commercial reform reduces firms' stock price crash risk, and that it does so via improving
information quality and enhancing monitoring for the firms. We also find that the commercial
reform has a more pronounced inhibitory effect on stock price crash risk for firms with higher
levels of digitalization and innovation and for those with worse governance structures. Overall,
our findings highlight a potential benefit of the application of digital technologies in the
regulatory reform for governments, encouraging them to use digital technologies to improve
information disclosure and monitoring for firms, thereby promoting a more stable and efficient
capital market.
Keywords: commercial activities; commercial reform; digital technologies; stock price crash
risk; information environment; monitoring
JEL codes: G12; G14; G18

1. Introduction
We investigate whether and how the government utilization of digital technologies in

commercial reform affects the stock price crash risk of firms. Commercial reform involves the
improvement of laws, regulations, and systems that govern commercial activities such as
registration, operation, expansion, alteration, and bankruptcy. The primary goal of commercial
reform is to provide commercial convenience for enterprises, regulate their commercial activities
in a fair, transparent manner, and thereby promote the high-quality development of commercial
activities for a nation. To this end, it is essential to improve the disclosures of commercial
information and enhance the government monitoring of corporate commercial activities, which
are the core content of commercial reform.

With the vigorous development of digital technologies, digitalization has gradually become
an important breakthrough for the government to commercial reform. Digitalization-based
commercial reform pertains to the process in which government agencies transform and upgrade
government affairs activities to facilitate and regulate commercial activities by utilizing digital
technologies. Digitalization endows the government with an advanced automation level and a
strong capacity for a powerful analysis, which may serves two crucial roles in commercial
reform. First, it may improve information transparency of firms' commercial activities. In this
regard, digitalization provides the government with the ability to acquire and process various
firm-relevant commercial information, and then synthesize it in an understandable form and
disseminate it to relevant participants, which improves the quality of firm-relevant commercial
information. Second, digitalization may also enhance the monitoring on firms' commercial
activities. By analyzing firm-relevant commercial information, the government can standardize
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and scrutinize firm-relevant commercial behaviors in a way that prevents firms from engaging in
suboptimal, illegal, or value-destroying commercial activities, and timely disclosing and
disseminating efficient commercial information to the market.

However, the role of digitalization in the commercial reform might be ineffective, due to the
risks and costs associated with government application of digital technologies. Prior studies have
revealed that there are many barriers in the practice of digitalization, such as technological
obsolescence (Acemoglu, 2002), privacy concerns (Dinev and Hart, 2006), cybersecurity risks
(Rosati, Gogolin and Lynn, 2022), which may not necessarily improve information transparency
and monitoring. Additionally, the immaturity of digitalization creates technical challenges,
including scalability, usability, regulatory complexity, and interoperability (Casino, Dasaklis,
and Patsakis, 2018; Swan, 2015), making it extremely difficult to manage when seeking
information disclosure practices and monitoring. This supports the notion that government
digitalization does not unambiguously improve information transparency of firms' commercial
activities or enhance the monitoring on firms' commercial activities.

To contribute to the ongoing debate about whether government application of digital
technologies improves information transparency of firms' commercial activities and enhances the
monitoring on firms' commercial activities, we conduct a study to investigate the impact of
digitalization-based commercial reform on stock price crash risk. Stock price crash risk is a
financial phenomenon in the commercial environment. It results corporate insiders' withholding
of bad commercial news; when the bad news can no longer be withheld, it would be released all
at once, causing stock prices to plunge (e.g., Hutton, Marcus, and Tehranian, 2009). As stock
price crash risk is closely related to both information transparency and monitoring on the firms'
commercial activities, by examining the effect of digitalization-based commercial reform on
stock price crash risk, we may shed light on the effectiveness of government apply digital
technologies in the commercial reform. If the application of digitalization in the commercial
reform makes it more (less) effective in improving information environments and monitoring on
the firms' commercial activities, stock price crash risk would be lower (higher).

We focus on digitalization-based commercial reform in China. China provides a favorable
institutional environment to study the economic effects of government digitalization fulfilling
these roles in commercial reform. In the past ten years, Chinese government has applied digital
technologies actively to the commercial reform. After 2013, the Chinese governments at all
levels have established the commercial registration system to streamline the process of online
application, acceptance, review, license issuance, and publicity for enterprise commercial
activities, integrating government works to enhance information systems and improve
management standards for the government, and allowing enterprises to complete commercial
registration, annual reports, cancellation, and other procedures all online and to publish
information of their commercial activities. Since digitalization-based commercial reform was
implemented by the government in a staggered fashion in different years, it provides a nice
setting to carry out a reasonable quasi-natural experiment, in which the staggered difference-in-
differences research design can be used to identify the treatment group and control group for
each year to better establish causality.

We manually collect data on digitalization-based commercial reform in various cities.
Based on propensity matching, we adopt a staggered difference-in-differences model to explore
whether digitalization-based commercial reform has an effective mitigating effect on firms' stock
price crash risk. The results show that digitalization-based commercial reform is conducive to
reducing the risk of stock price crash. Our finding is robust to using firm-fixed-effects
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regressions and placebo tests. Our baseline results are also amenable to using alternative
measures of stock price crash risk. We further find that digitalization-based commercial reform
has a stronger mitigating effect on stock price crash risk for firms with higher levels of
digitalization and innovation and for those with worse governance structures. We also find
evidence to suggest that enhancing information transparency and increasing monitoring by
introducing digital technologies in the process of commercial reform can reduce stock price
crash risk.

Our paper makes several contributions. First, we extend existing studies on the effects of
digitalization. Prior literature documents the economic consequences of corporate utilization of
digital technologies (Ferreira and Fernandes, 2019; Blichfeldt and Faullanti, 2021; Ciampi, Demi,
Magrini, Marzi, and Papa, 2021; Matarazzo, Penco, Profumo, and Quaglia, 2021; Chen and Tian,
2022; Chen, Zhang, Jiang, Meng, and Sun, 2022; Xu, Liu, Li, and Ma, 2022; Cheng, Zhou, and
Li, 2023), and have placed little attention on government utilization of digital technologies. In
contrast, our paper is the first to show how governmental application of digital technologies in a
regulatory reform would achieve the desired regulatory outcomes by exploring the impact of
digitalization-based commercial reform on stock price crash risk, which enriches the
understanding of the economic consequences of digital technologies from macro perspectives.

Second, we offer fresh insights into policy implementation. By showing that digitalization-
based commercial reform reduces stock price crash risk via effectively improving information
transparency and monitoring on firms' commercial activities, we highlight the benefits of
applying digital technologies for achieving regulatory objectives. We are the first among the
existing literature to document the benefits of government digitalization to firms as well as other
stock market participants.

2. Literature review and research hypothesis
2.1 The economic consequences of digitalization

Digital transformation pertains to an innovative process in which organizations reshape
their business processes, organizational structure, and business models by utilizing digital
technologies such as artificial intelligence, blockchain, cloud computing, and big data.
Undertaking digital transformation enables organizations to widely utilize digital technologies,
changing their management modes, information structures, operational mechanisms, and
production processes. A considerable amount of literature has focused on the positive effect of
firm-level digital transformation on various outcomes such as digitalization being beneficial to
enhancing competitive advantage (Ferreira and Fernandes, 2019), promoting corporate
innovation (Ciampi, Demi, Magrini, Marzi, and Papa, 2021), improving total factor productivity
(Cheng, Zhou, and Li, 2023), driving customer value creation (Matarazzo, Penco, Profumo, and
Quaglia, 2021; Blichfeldt and Faullanti, 2021), increasing the transparency of information (Chen
and Tian, 2022; Chen, Zhang, Jiang, Meng, and Sun, 2022), and enhancing debt financing (Xu,
Liu, Li, and Ma, 2022).

Digitalization may also have negative effects in certain aspects. Acemoglu and Restrepo
(2018, 2019) found that digitalization may lead to job displacement, unemployment, inequality,
and a reduction in labor share and wages. Excessive digitalization may even reduce productivity
(Acemoglu and Restrepo, 2018). Furthermore, the development of digitalization is accompanied
by emerging risks of technological obsolescence, privacy concerns, cybersecurity risks
(Acemoglu, 2002; Cavusoglu, Mishra, and Raghunathan, 2004; Dhillon, Smith, and Dissanayaka,
2021; Li, Yoo, and Kettinge, 2021; Rosati, Gogolin, and Lynn, 2022), which may inhibit e-
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commerce transactions (Dinevand Hart, 2016), reduce financial reporting accuracy (Gordon,
Loeb, and Lucyshyn, 2003), firms’ market value (Cavusoglu, Mishra, and Raghunathan, 2004)
and stock market reactions (Yayla and Hu, 2011).

2.2. The digitalization-based commercial reform of China
China's digitalization-based commercial reform has gone through three important stages:

the first stage is the exploration stage of the pre-reform period of digitalization-based
commercial reform (2000-2006). In the period when the Internet was not yet popular, the
Chinese government proposed the concept of e-government and promoted the development of
digitalization-based commercial reform, laying the foundation for subsequent digitalization-
based commercial reform. The second stage is the stage of building digital commercial
infrastructure (2006-2012). With the promulgation of the policy "Opinions on Deepening the
Reform of the Administrative Examination and Approval System", Chinese government began to
carry out digital work on administrative licensing and established a national platform for
enterprise name query and pre-approval. However, due to the relatively complex commercial
registration and administrative approval procedures, and the lack of efficient credit evaluation
and monitoring mechanisms, the digitalization-based commercial reform in this period still has
some limitations. The third stage is the stage of accelerating the process of the digitalization-
based commercial reform (2013-now). In 2013, with the promulgation of the "Registration
Capital Registration System Reform Plan" by the Chinese government, digitalization-based
commercial reform entered a comprehensive development stage. During this period, the Chinese
government has taken a series of digital measures. In 2013, the Chinese government established
a business registration system, and then implemented the "three-in-one" and "one license, one
code" reform in 2015, and established an enterprise credit information publicity system in 2016.
These digital measures are aimed at simplifying enterprise registration and administrative
approval procedures, improving business information transparency and administrative efficiency,
and strengthening credit evaluation and monitoring on firms' commercial activities.

2.3 Hypothesis development
Stock price crash risk refers to the phenomenon of sharp rise and fall in stock price caused

by corporate insiders withholding bad information (Hutton, Marcus, and Tehranian, 2009). It is
driven by information asymmetry and agency conflicts resulting from inadequate monitoring of
corporate insiders. On the one hand, information asymmetry prevents timely dissemination of
corporate internal information, making it difficult for investors to discover unfavorable behaviors
by corporate insiders, thereby enhancing their motivation of hiding bad news, and increasing the
risk of stock price crash. On the other hand, due to the principal-agent problem, managers may
intentionally withhold bad news to protect their position, prestige, and wealth level (Piotroski,
Wong, and Zhang, 2015; Ben-Nasr and Ghouma, 2018). This behavior can lead to the
concentrated release of bad news it accumulates, thereby triggering a stock price crash risk.

We propose that the governments' use of digital technologies for commercial reform is
beneficial for enhancing corporate commercial information transparency, preventing
management from hiding negative news, and reducing the risk of stock price crash. In terms of
information acquisition, the adoption of the digital technologies enables government agencies to
develop infrastructure for enterprise registration, transaction, clearing, and settlement. It
horizontally categorizes and clusters unstructured enterprise data (e.g., pictures, news, videos,
and audio), and vertically performs dynamic, real-time, and intelligent monitoring on the
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structured data (e.g., financial statements and annual reports of firms) of the upstream and
downstream enterprises in the supply chain (Gomber, Kauffman, Parker, and Weber, 2018; Cong
and He, 2019), thus improves governments' ability to acquire firms' commercial information. In
terms of information processing, digital technologies can leverage big data technology to
monitor the entire process of firms' commercial information, including "product design →
quality monitoring → market promotion → order sales → terminal distribution," thus
improving the processing of commercial information of firms and enhancing commercial
information transparency (Nambisan, Wright, and Feldman, 2019). Furthermore, with regard to
information sharing, digital technologies can facilitate maximum sharing of various types of
commercial information of firms, such as enterprise basic resources, management methods, and
business philosophies, through cloud integration, network unification, and data fusion, thus
improving the accuracy of commercial information and promoting transparency (Lin, Prabhala,
and Viswanathan, 2013).

The governments' application of digital technologies for commercial reform is also
beneficial for strengthening monitoring on firms' commercial activities, reducing principal-agent
problem, and preventing management from withholding bad news, thereby lowering the risk of
stock price crash. On the one hand, digitalized and intelligent monitoring eliminates the overlap
of regulatory responsibilities among departments, strengthens the responsibilities of each
department, enhances cross-departmental coordination, lowers monitoring costs, and improves
monitoring efficiency. On the other hand, diversified monitoring through e-government
platforms provides several sections for government affairs openness, convenient services,
website message boards, electronic mail services, and online consultations, which allows the
public to monitor and report violations related to firms' commercial activities in real-time.
Finally, digital monitoring can further strengthen corporate credit education and credit
monitoring on firms for their commercial activities. By disclosing corporate commercial credit
information through the electronic information publicity system, the government can guide
companies to abide by laws, regulations and commercial ethics, thereby promoting the
construction of corporate credit systems and improving the standardization and credibility of
corporate commercial activities.

However, the governments' application of digital technologies for commercial reform may
not enhance corporate information transparency and monitor on firms' commercial activities, as
it entails potential risks and costs such as technological obsolescence, privacy concerns, and
cybersecurity risks (Acemoglu, 2002; Dinev and Hart, 2006; Rosati, Gogolin and Lynn, 2022).
Technological obsolescence can lead to low data quality and accuracy, making it challenging to
reflect the true commercial information of firms in a timely manner and reducing transparency
(Acemoglu, 2002). Additionally, it may be challenging for the government to effectively monitor
and evaluate firms' commercial activities and financial performance. A lack of privacy protection
could cause mistrust among firms and the public regarding government data collection and usage,
which could decrease information output and impede the government's regulatory capacity.
Furthermore, cybersecurity risks such as cyber attacks and data breaches can result in insecure
data, information loss, or tampering, limiting the government's ability to obtain accurate
commercial information and reducing regulatory effectiveness. Thus, in cases where these issues
arise during governments' application of digital technologies, digitalization-based commercial
reform may not necessarily reduce stock price crash risk. Based on the above analysis, we
propose the core hypothesis as follows:

H1: Digitalization-based commercial reform is associated with the stock price crash risk.
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Abstract—Convolutional Neural Networks (CNNs) are the 
standard model for analysing visual data in applications of 
artificial intelligence. There is a rising demand for accelerating 
CNNs on portable devices for edge computing. This article 
presents a software-hardware codesign for an approximation 
method to accelerate CNNs on low-resource hardware. An 
overall system-on-chip (SoC) design was implemented on an 
FPGA to demonstrate the effectiveness of the proposed 
approximation scheme. The proposed method primarily focuses 
on reducing the number of partial products to be computed in 
multiply-accumulate operations, which constitutes the majority 
of CNNs computations. This is achieved through minimum 
signed digit approximation. The resulting custom multipliers 
were 66% FPGA resource efficient and at least 31% faster, and 
the SoC design used 47% less FPGA resource, compared to their 
16-bit booth accurate multiplier counterparts.

Keywords—convolutional neural networks, approximate
computing, minimum signed digits, system-on-chip, field 
programmable gate array 

I. INTRODUCTION

Convolutional neural networks (CNNs) have gained 
massive attention because of their superior performance in a 
variety of tasks, including object detection and tracking, 
semantic segmentation, and image classification [1], [2]. The 
industry has made extensive use of this method in areas like 
speech recognition, video monitoring, and autonomous 
driving. Recently, there is an interest to enable CNN-based 
applications on portable Internet-of-Things (IoT) devices. 
Due to temperature and energy limitations, many IoT devices 
are limited in their processing capabilities, which necessitates 
the offloading of the gathered data to high-performance 
servers. In such cases, a large number of IoT devices (edge 
devices) transmit their unprocessed data to cloud servers for 
processing. This introduces network congestion, latency 
issues and the security danger of cloud offloading [3]. Finding 
a compromise between model accuracy and computational 
cost is essential when deploying a CNN model in a resource-
constrained environment, such as IoT devices or smartphones, 
to guarantee the model will perform adequately there. 

CNN requires a lot of computational power. During 
deployment and training, it uses a tremendous amount of 
computational resources. Conventional central processing 
architectures are not suitable for CNN computations in the 
embedded scenario such as portable devices and wearable 
systems. Two key fronts of optimization that are used to 
enable edge computing are to target the accelerators (at the 
hardware level) [4] and the CNN models (at the algorithmic 
level) [5].  

Field-Programmable Gate Arrays (FPGAs) have 
demonstrated considerable success in implementing these 
CNN models due to their performance, low energy costs, and 
ability to be reconfigured. The design can also be taped out as 
Application Specific Integrated Circuits (ASICs) for further 
efficiency and mass deployment. Therefore, they are now 
emerging as potential candidates for accelerators to be 
incorporated into Edge devices [6]. 

At the algorithmic level, CNN models can be optimized 
using pruning and quantization techniques. The main 
difference between these approaches is how they swap the 
computational requirements of the accuracy of the CNN 
model. Pruning expedites inference by removing weights, 
neurons, or entire layers from a CNN model, while 
quantization specifies bit-widths less than the typical floating-
point formats for handling and storing CNN weights. This is 
possible because CNNs are tolerant of low-precision 
computation. In this context, approximate computing allows 
for significant power and energy savings by intelligently 
substituting approximated arithmetic components (such as 
multipliers) for accurate ones at the cost of a small 
(acceptable) loss in quality [7].  

By combining software optimizations with specialized 
hardware accelerators on FPGAs and ASICs, a hardware-
software codesign can offer a better compromise between 
speed and versatility. Such codesign has been applied in 
embedded systems for industrial automation, aviation, 
automotive industries, etc. A hardware-software codesign 
system has promising potential in edge computing for 
artificial intelligence applications. 
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In this article, an approximation scheme for CNNs is used, 
which includes the approximation and custom representation 
of CNN weights in this software front and custom hardware is 
designed to leverage the approximated weights. The 
approximation is based on signed digits encoding, where the 
primary objective is to reduce the number of nonzero digits. 
Then a custom multiplier design is proposed, which operates 
on the approximated weight representation. Using this 
multiplier as a basis, an overall system-on-chip (SoC) is 
designed to accelerate CNNs. 

II. THE APPROXIMATION SCHEME

The proposed approximation scheme relies on the 
minimum signed digit (MSD) representation [8], [9]. It is a 
type of ternary digit system, that guarantees the least number 
of nonzero digits in a ternary number representation. The 
number of nonzero digits in a number is directly related to the 
number of partial sums to be computed in a multiply-
accumulate (MAC) operation. MSD has properties like that of 
the canonical signed digit (CSD) [10], except that it allows 
adjacent nonzero digits, unlike the CSD representation. 
Another crucial advantage that MSD has over CSD is that the 
encoding of a binary number takes place from left to right, that 
is from the most significant bit to the least significant bit. This 
is advantageous in the case of approximation, as the less 
significant bits are usually discarded, and no energy will be 
wasted in converting them.  

A. Approximation Technique for CNN Weights

For CNN computation, only the three most significant
digits in the CNN weights representation are sufficient to 
achieve respectable results compared to the baseline CNN 
models with floating-point weights [11]. As MSD is a ternary 
representation, the numbers "-1," "0," and "+1" are used to 
represent a binary number in a ternary system. Therefore, two 

bits are necessary to represent a single ternary digit. A custom 
representation for the approximated MSD presented in [8] is 
adopted for efficient usage of bit-width. For this research, the 
CNN weights were represented in 16 bits, containing a 
maximum of three nonzero digits. The position of the three 
nonzero digits in a 13-bit binary was represented by 1 in the 
least significant 13 bits, and the 3 most significant bits 
represent the sign bits of the nonzero digits. 

Fig. 1 summarizes the overall process in the 
approximation of CNNs weights. Most CNN models are 
usually written in Python and are trained using 32-bit floating 
point weights. The trained weights are retrieved from the 
pretrained models and transformed to 13-bit fixed-point 
numbers in Q format once the test dataset has achieved the 
desired accuracy level. The trained weights' range is scanned 
to determine the number of integer bits (m) and fractional bits 
(n). The weights were normalized, and the number of integer 
bits was selected by determining the number of bits required 
to represent the maximum value of the weights.  

Pretrained CNN model 

Extraction of 32-bit 
floating-point weights 

Conversion to 13-bit 
fixed-point format 

Conversion to 26-bit 
MSD representation 

Approximation with maximum 
three non-zeros (16-bit) 

1-bit 
sign 
digit 

8-bit 
exponent 

digits 

23-bit 
mantissa 

digits 

1-bit 
sign 
digit 

m-bit 
integer 
digits

n-bit 
fraction 
digits

2*(m+1)-bit 
integer 
digits 

2n-bit 
fraction 
digits 

3-bit 
sign 

digits 

(m+1)-bit 
integer 
digits 

n-bit 
fraction 
digits

Fig. 1 Summary of the overall process in the approximation of CNNs 
weights. 

Algorithm 1    Algorithm for approximated multiply-accumulate operation 
using MSD encoding. 

Input: IO bundle for input data A (approximated MSD weights), B (fixed-
point binary activation/input) and C (fixed-point binary bias)
are inA, inB, and inC, respectively. Each bundle contains a 1-
bit Valid, 1-bit Ready and 16-bit data wires. 

Output: IO bundle for the output result is out. This bundle contains a 1-bit 
Valid, 1-bit Ready, and 16-bit data wires. 

Initialization: Accumulator register, carry-bit register, and nonzero-count 
register are set to zero. Multiplier state set to “not busy”. Ready
signals for inputs are set to high. Valid signal for output set to 
low. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

while (all Valid and Ready signals for inputs are high) 

The three input registers are filled with input data bits, with the
register for input B containing twice the width of inB bit-width. 

Input B register shifted by 16 bits towards left. 

Multiplier state set to “busy”. 

end while 

while (the multiplier state is ‘busy’) 

Ready signals for input data set to low. 

Three MSB of input A are scanned, then add/subtract input B
with accumulator. according binary to MSD conversion lookup 
table. 

Input A register is shifted towards the left by 1 bit and input B
is shifted towards the right by 1 bit. 

If the accumulator register is updated, the nonzero-count register 
is increased by 1. 

If the nonzero-count register value is more than 2, the multiplier
state is set to “not busy”. 

end while 

while (the multiplier state is ‘not busy’) 

Valid signal for output is set to high. 

If Ready signals for output is high, the input C register is added
to the accumulator register and then sent out to the data wire. 

Ready signals for input data are set to high. 

end while 
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B. Custom Multiplier Design

For inference, since the weight parameters remain
unchanged, they are approximated before synthesis on FPGA. 
However, the input data and neuron activations are processed 
as Q-format fixed-point binary numbers. Therefore, the 
custom multiplier unit takes the multiplier as a fixed weight 
value (in approximated MSD form) and the multiplicand as 
input/activation value (in binary form) to produce a binary Q-
format result, which is forwarded to the next multiplier unit as 
activation value. If a bias value is present, it is stored and 
added to the result as a binary number. The algorithm for 
multiplier output computation is illustrated in Algorithm 1. In 
general, the multiplier functions like a shift-and-add 
multiplier. However, it can also subtract the partial sum from 
the accumulator, depending on the sign bits. The multiplier 
outputs the accumulated results as soon as it has finished 
processing three partial sums. This causes the MAC operation 
execution to be completed as different clock cycles. To cope 
with such variable execution time, the Ready-Valid protocol 
was incorporated into the system [12]. This protocol ensures 
that the data flow is coordinated correctly between modules. 

Since this is a specialized multiplier, it can neither be used 
for general-purpose computation nor can it be implemented by 
the FPGA’s onboard DSP units. For a fair comparison with 
the general-purpose multipliers, the onboard dedicated 
multipliers and DSP multipliers were disabled during FPGA 
synthesis.  

C. CNN Accelerator SoC Design

To parallelize the matrix multiplication operations, an
array of the proposed multiplier was modelled as a processing 
element (PE) using Verilog code. Each multiplier acts as a 
neuron with the accumulation to temporarily store weights and 
biases for CNNs. The bus interface among the PE is optimized 
for efficiently moving and timing the data transfers. The data 
movement was coordinated in sequences so that dependent 
instructions could be processed with minimum queuing. The 
timing was optimized to mitigate bottlenecks at the 
communication nodes. A hierarchical structure was 
implemented so that a group of PEs can act as stationary nodes 

to maximize data reuse and minimize data movement, as 
shown in Fig. 2. The inter-PE data router is mainly responsible 
for moving the activation data from one PE to the next. The 
central processing unit acts as a central processing unit to route 
data from and to the weight buffers and output buffers 
according to the program stored in the main memory. 

The input, activations, and weights are initially stored in 
the Main Memory. The central processing unit arranges the 
data into appropriate buffers. The Input Buffers are reused to 
temporarily store the activations, depending on the CNN 
architecture and implementation algorithm. Once the Weight 
and Input Buffers are populated, the central processing unit 
instructs the Inter-PE Router to initiate data movement among 
the PE to compute matrix multiplications and to accumulate 
the outputs to the Output buffer. Once the accumulations are 
completed, i.e., the activations for the next layer are 
computed, and the outputs are transferred to the Main 
memory. The central processing unit is also responsible for the 
general-purpose computations present in the CNN 
architecture.  

III. IMPLEMENTATION RESULTS

A. Weight Approximation of LeNet and MobileNet-v2

For the evaluation purpose, LeNet [13] and MobileNet-v2
[14] CNN models were used. LeNet is a very basic CNN that
was initially introduced to classify hand-written numerical
digits. This CNN model contains 3,246 weight parameters.
The LeNet model was pretrained on the MNIST handwritten
digits dataset [15]. MobileNet-v2 is a relatively lightweight
CNN architecture that aims to function well on mobile
platforms. The MobileNet-v2 models used in this research
have 53 layers and about 2.2 million parameters. This model
was trained on CIFAR 10 [16], which is an image dataset
containing 10 classes of image data. Table I shows the total
number of nonzero digits contained in the weights of these
CNN models before and after the approximation. It can be
seen that the approximation method reduced the number of
nonzero digits by 85% in the case of the LeNet model. As for
MobileNet-v2, only the first convolutional layer was
analyzed, due to its massive number of parameters. Here, the
number of nonzero digits was reduced by 84%. These
reductions can roughly be assumed to be reductions in
convolution computation involving weights.

B. FPGA Implementation

To multiply the approximated MSD weights with binary
activations, the custom multiplier was designed to operate as 
a shift-and-add multiplier unit. Such designs use fewer FPGA 
resources than a floating-point and a fully combinational 16-
bit multiplier. RTL netlist view for the proposed multiplier 
unit is shown in Fig. 3. The implementation results for the area 
and latency trade-offs of the custom multiplier designs are 
compared with the open-source implementations of 

TABLE II.  ANALYSIS OF NONZERO DIGITS IN THE WEIGHTS OF 
THE WHOLE LENET MODEL AND THE FIRST CONVOLUTIONAL LAYER 

OF MOBILENET-V2 

LeNet 
(all layers) 

MobileNet-v2 
(first convolution layer) 

FP32* Approximated FP32* Approximated 
Number of 

nonzero 
digits 

44,152 6,614 7,849 1,212 

*FP32 = 32-bit floating-point 

Main Memory 

Central Processing Unit  

W
e

ig
h

t 
bu

ffe
r 

PE cluster 

O
ut

pu
t 

b
uf

fe
r 

Inter-PE data router 

Input/activation buffer 

Fig. 2 An abstract view of hierarchical memory arrangements and data 
routing units in the SoC. 
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commonly used exact multipliers and some approximate 
multipliers [17]–[19]. Their synthesis results along with 
normalized mean error distance (NMED) from the 
approximation of weights are shown in Table II. The proposed 
multiplier used 66% and 72% fewer FPGA resources 
compared to the 16-bit booth multiplier and the 32-bit 
floating-point multiplier, respectively. The proposed 
multiplier also had 20% less latency compared to the 32-bit 
floating-point multiplier. The maximum computation latency 
of the proposed multiplier is comparable to that of the 16-bit 
booth multiplier. However, it may execute faster depending 
on the position of the nonzero digits in the input weight. 
Compared to the other approximate multipliers, the proposed 
multiplier has a low NMED value and uses fewer FPGA 
resources on average. It should be noted that these 
approximate multipliers are designed to work with fixed-point 
binary numbers.  

TABLE II.  SYNTHESIS RESULTS FOR DIFFERENT MULTIPLIERS 
DESIGNS AND THEIR RESPECTIVE NMED 

Multipliers 
Total logic 
elements 

Latency NMED

Booth 8-bit 257 25.27ns ---
Booth 16-bit 907 28.33ns ---

32-bit floating-
point 

1068 36.38ns ---

HLR-BM2 [17] 477 24.47ns 0.79
LOBO12-12/6 

[18] 360 23.69ns 1.31

ALM-SOA10 
[19] 297 33.97ns 3.46

This work 301 28.87ns (max) 0.20

In the SoC design, the proposed approximate multipliers 
were used as a building block for CNN computation, 
containing an 8 by 8 array of processing elements. Each 
processing element was equipped with the proposed  

multiplier, along with an accumulator and necessary data 
transmission bus. The inter-PE data router was designed as a 
separate module to control the low-level communication 
across PEs. It received instructions from the central processing 
unit. The central processing unit has sufficient capabilities to 
handle non-convolution operations in the CNN architecture. 
The FPGA implementation results are shown in Table III, 
along with their accurate multiplier counterpart designs. The 
designs were implemented in the Altera DE4 board and 
synthesized with the Quartus Prime software suite. The SoC 
design based on the proposed multiplier used 19% and 29% 
fewer FPGA resources compared to the 16-bit booth 
multiplier and the 32-bit floating-point multiplier, 
respectively. The improvements are less pronounced in the 
case of the SoC design because a portion of the resources was 
used for the central processing unit and other modules, which 

utilized roughly equal FPGA resources. The improvements 
would be more visible in the case of larger accelerator designs 
with more PEs. 

TABLE III.  TOP-1 CLASSIFICATION ACCURACY OF BASELINE CNN 
MODELS AND THE APPROXIMATED MODELS ON THE SOC DESIGN 

LeNet MobileNet-v2
FP32 Approx. FP32 Approx. 

Classification 
accuracy 

96.94% 96.74% 93.55% 93.36% 

The instructions for carrying out the CNN computation are 
stored in the main memory, which is fetched by the central 
processing unit and conveyed to the respective modules. 
Despite the lower resource usage, the approximated CNN 
models were able to classify images with almost the same 
accuracy as with the full-precision network. The top-1 
classification accuracies are summarized in Table IV. The 
accuracy drop was negligible since a maximum of three 
nonzero digits were used in the 16-bit custom weights 
representation. The nonzero weights can be lowered even 
further, however at the cost of classification accuracy. 
Lowering the bit-width to 8 bits also lowers the accuracy.  

TABLE IV.  AN OVERVIEW OF THE RESOURCE USAGE FOR SOC 
DESIGNS WITH RESPECTIVE MULTIPLIER ARRAYS ON FPGA 

16-bit booth 
multiplier 

32-bit 
floating-point 

multiplier 

Proposed 
multiplier 

Total logic 
elements in 
their SoC 

65,394 74,352 52,768

IV. CONCLUSION

In this article, the use of minimal signed digit (MSD) 
representation for convolutional neural networks (CNN) 
acceleration on low-resource devices was investigated. The 
number of partial sums needed for multiplication operations 
can be decreased by using an MSD approximation technique 
for CNNs. An overall SoC system was designed based on a 
custom multiplier for the approximated CNN weights. The 
suggested hardware is a type of bit-level multiplication 
operation skipping. The custom multiplier unit was designed 
to take advantage of the suggested MSD representation. The 
FPGA implementation results show that the custom 
approximate multiplier uses at least 66% fewer resources and 
is at least comparatively faster on most occasions compared to 
conventional accurate multipliers. The approximate 
multiplier-based SoC designs used 19% and 29% fewer FPGA 
resources compared to the 16-bit booth multiplier and the 32-
bit floating-point multiplier, respectively. Moreover, the 
improvements would be even better for SoC systems with 

Fig. 3 RTL netlist view for the proposed multiplier unit. 
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multiplier arrays larger than the implemented 8-by-8 setup. 
The hardware-software codesign approach presented in this 
research can be in low-resource devices for edge computing. 
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Abstract— The aim of this study was to examine the impact 

of fintech on the financial literacy of the millennial generation 

in Aceh using indicators of knowledge, usage, and access to 

fintech. Based on the findings of the analysis using Structural 

Equation Modeling, it is possible to conclude that the variables 

of fintech knowledge, use of fintech, and accessibility of fintech 

can positively and significantly affect financial literacy among 

millennials in Aceh. This suggests that financial technology is 

assisting the Acehnese millennial generation in enhancing their 

financial literacy. This will strengthen the financial 

management abilities of the millennial generation in Aceh. 

Based on this conclusion, it is hoped that the millennial 

generation can take part in various seminars/workshops in 

order to increase fintech knowledge in order to increase 

financial literacy and increase understanding and insight about 

fintech products, and not only focus on payment application 

systems, but also be able to take advantage of fintech 

applications in financing, investment, financial arrangements 

and others. The lack of knowledge, utilization and accessibility 

of financial literacy will have an impact on weak financial 

planning for Aceh's millennial generation in the future so that 

practically this generation still needs various variations of 

financial literacy, not only formally but also informally. These 

results can also serve as reference material for policy makers 

to help support the millennial generation in Aceh in increasing 

their knowledge, use, and ease of access to fintech in order to 

improve their financial literacy. 

Keywords—Fintech; Financial Literacy; Millenial 

generation; SEM 

I. INTRODUCTION

A growing body of empirical evidence indicates that 
financial literacy is one of several crucial variables for 
achieving financial prosperity. Informed and technology-
based financial decisions have proven to be a key factor in 
making profitable and effective financial choices [1]. Further 
studies have proven that inequalities in a person's level of 
financial knowledge acquired in their early age are 
responsible for a significant portion of the wealth and 
welfare disparities that exist by the time a person reaches 
retirement age [2]. 

Financial Technology entered Indonesia in 2006 but grew 
rapidly in 2015 with the establishment of AFTECH, the 
Financial Technology Association in Indonesia. The 
development of fintech in Indonesia aims to facilitate online 

financial transactions and increase financial literacy. Fintech 
in Indonesia began with digital payments and digital loans 
(Peer to Peer Lending), but has since expanded to include 
aggregators, innovative credit scoring, financial planning, 
equity crowdfunding, and project financing. The increasing 
growth of financial technology in Indonesia is influenced by 
the increasing investment in the field of financial technology, 
the high number of people of working age, the accelerating 
development of the internet, and the potential outcomes of 
increasing education and public awareness of the benefits of 
financial technology. As a result, financial digitalization in 
Indonesia is anticipated to keep speeding up in the future. 
According to the results of a 2017 survey, Indonesia 
experienced the world's fastest growth in financial 
technology, surpassing China and Brazil [3]. Fintech lending 
and payments are the two areas of financial technology that 
are most commonly used in Indonesia. According to a report 
by the Indonesian Fintech Association, financial technology 
is frequently utilized by banking institutions. Approximately 
63.90% of financial technology companies are linked to the 
banking system. Fintech's rapid expansion has altered the 
banking business environment, particularly in financing, 
where banks require more innovative solutions. Using digital 
technology and the digital-based payment systems provided 
by financial technology, users can safely and conveniently 
conduct direct transactions with their business partners. The 
usage of financial technology can also improve public 
financial literacy [4]. This financial literacy thus plays a role 
in enhancing financial well-being, as financial technology 
has a tendency to influence financial planning and an 
individual's or community's welfare and prosperity [5]. 

Aceh is one of the provinces in Indonesia that has highly 
developed financial literacy. According to research 
conducted by Bank Indonesia, the level of financial literacy 
in Aceh has reached 32.7 percent and based on the index of 
financial literacy in all provinces of Indonesia in 2016, Aceh 
is included in the average national financial literacy index, is 
among the 10 provinces with the greatest financial literacy 
by province, and is predicted to continue to increase in the 
future. The development of the financial literacy index 
obtained by Aceh cannot be separated from the role of the 
government and the contribution of the community in Aceh's 
regions. 
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The majority of research done to support community 
involvement in financial technology focuses on business 
sector participants, particularly MSMEs, which have a 
disproportionately high number of units and financial 
involvement. Research on financial literacy among 
millennials who will work in both the business and non-
business sectors yet must deal with Aceh's financial 
technologies is still scarce. Despite the fact that 
understanding how they perceive and engage with this 
platform is critical in the midst of a constantly changing 
world in the era of financial digitalization driven by the 
industrial revolution era 4.0 and the era of society 5.0. In 
general, this millennial generation is well educated, generally 
established, and has access to modern information 
technology systems, with relatively little product loyalty, a 
preference for non-cash transactions, and a tendency to work 
more quickly and efficiently [6].  

There are four variables that define financial literacy, 
namely financial knowledge, financial attitudes, financial 
behavior, and financial ability. Of the four variables are 
mutually correlated in which financial knowledge is a 
variable that coordinates attitudes that have an influence on 
financial management behavior. So that knowledge about 
financial literacy is very helpful to coordinate all financial 
aspects to shape the financial behavior of each individual [7].  

Knowledge and education about financial literacy play an 
important role in advancing financial literacy. Formal 
education such as schools, universities and others as well as 
informal ones such as family and peer environments greatly 
influence the development of individual financial literacy 
knowledge [8]. Therefore, the level of education contributes 
to a person's literacy level. [9] found a positive effect of 
education level on MSME entrepreneurs on financial 
literacy. Even the level of education contributes to the 
increase in their income. Not only formal education, informal 
education also has a role in improving financial literacy. As 
the results of research conducted by [10], there is a positive 
and significant influence of economic education obtained 
from the family. Therefore, in this study the level of 
education will moderate the effect of financial technology on 
the level of financial literacy. 

The millennial generation's role to the advancement and 
intelligence of Indonesia is crucial, and they are required to 
comprehend the digital economy, particularly in the banking 
sector. Therefore, the behavior regarding the financial 
literacy of the millennial generation in each region must be 
improved. Based on the population survey of the Central 
Statistics Agency 2020, the number of Millennials in 
Indonesia is 69.38 million people or 25.87%. Judging from 
the large number of millennials, it is hoped that they can 
participate in boosting Indonesia's digital economy and 
become the next generation of the nation that is expected to 
bring the country towards a better direction. 

Low financial literacy can increase the practice of 
financial fraud and unfair competition in financial markets. 
According to Hidajat [11], illiterate individuals and 
households are more likely to lack a pension fund, borrow at 
high interest rates, have limited assets, and engage in 
financial fraud. On the other hand, individuals with a high 
level of financial knowledge can formulate policies for 
making rational and effective economic resource and 
financial decisions [12]. 

Financial technology is expected to be able to bring 
changes to financial behavior to the public, especially the 
millennial generation. Thus, the development of technology 
in the financial sector is expected to be able to increase 
knowledge about public financial literacy, especially the 
millennial generation in Aceh Province. 

The research contribution to the development of literature 
and theory is first to provide a role in the development of 
financial literacy theory in family financial management in 
the context of the digital finance industry. Second, this study 
examines the literacy level of the Acehnese millennial 
generation to assess the readiness of this generation to face a 
wave of digital financial growth through indicators of fintech 
knowledge, usage and access, which have rarely been studied 
by previous research, especially in Aceh. The results of 
research using Amos SEM prove that the variables of fintech 
knowledge, use of fintech and accessibility of fintech can 
affect financial literacy among millennials in Aceh. 

This article consists of four sections, the first section 
describes the background of study, the second section 
describes the research method. The third section describes 
the results of the research and discussion. The last section 
describes the conclusions and implications of the study. 

II. RESEARCH METHODOLOGY

This study used a questionnaire as a data collection 

instrument which is then processed and analyzed. After the 

questionnaires were distributed and filled out by the 

respondents, the researcher then tabulated the data from 

each statement. In this study, 500 copies of the 

questionnaire were distributed according to the number of 

samples that became respondents in this study. The 

questionnaire in this study consisted of 22 statements. 

Which consists of 10 statement items for Financial 

Technology and 12 statement items for Financial Literacy. 

This research was conducted in all districts in Aceh 

Province. The reason is based on data from the Financial 

Services Authority (OJK) in 2019 [13], the number of 

fintech lending loans in Aceh reached Rp. 113.26 billion or 

0.3% of the national total which reached Rp 41.03 trillion or 

33%. In terms of borrower transactions, Aceh recorded 

105,885 accounts nationally, and the accumulated borrower 

accounts in Aceh were 37,796 entities or 0.435% of the total 

8.75 million entities. Lender accounts in Aceh recorded 

2,894 entities or 00.6% of the total 480,262 entities. And the 

majority who become lenders are the millennial generation, 

the rest are people over 35 years old [14]. 

The millennial generation in Aceh Province is the 

population investigated in this research. The Central 

Statistics Agency defined the millennial generation as 

individuals born between 1981 and 1996 or between the 

ages of 25 and 39 according to William H. Frey's analysis of 

Census Bureau population estimates in the 2020 Population 

Census. Sampling technique used in this was simple random 

sampling method. The simple random sampling method is a 

sampling technique by providing an opportunity for the 

entire millennial population to be sampled in this study so 

that generalizations can be carried out perfectly [15]. 

In this study, the population is 18,346 millennials, so the 

percentage of slack is 10%. The target population in this 
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study uses the following criteria: first, millennials aged 

between 25-39 years. Second, millennials with income 

starting from IDR 2,500,000, and finally the millennial 

generation with a minimum education level of high school. 

In analyzing the data that has been collected and solving 

the problems in this study, statistical analysis techniques are 

used which will then be carried out using the Statistical 

Package for Social Science (SPSS) version 20, SEM AMOS 

and Microsoft Excel. The equation used in this study is as 

follows: 

MFL = α + β1KNO + β2USE + β3ACC + ε……………..…(1) 

 
Where: MFL is Millenial Financial Literacy, KNO is 

Fintech Knowledge, USE is Fintech Use, ACC is Fintech 
accessibility, α is intercept (regression constant),  �� − �� 
are Regression coefficients (slope), and ε is Error term. 

III. RESULTS AND DISCUSSION

A. Validity Test

The measurement model test is to test the relationship
between indicators and latent variables. The combination of 
structural model testing and measurement allows researchers 
to test measurement error as an integral part of SEM and 
perform factor analysis along with hypothesis testing. The 
measurement model test can be seen in Table.1. 

TABLE I.  LOADING FACTOR MEASUREMENT MODEL 

Estimate 

KNO.1 <--- Knowledge 0.703 

KNO.2 <--- Knowledge 0.675 

KNO.3 <--- Knowledge 0.675 

KNO.4 <--- Knowledge 0.663 

KNO.5 <--- Knowledge 0.767 

KNO.6 <--- Knowledge 0.615 

KNO.7 <--- Knowledge 0.629 

USE.1 <--- Use 0.629 

USE.2 <--- Use 0.737 

USE.3 <--- Use 0.735 

USE.4 <--- Use 0.758 

USE.5 <--- Use 0.584 

USE.6 <--- Use 0.709 

ACC.1 <--- Accessibility 0.519 

ACC.2 <--- Accessibility 0.593 

ACC.3 <--- Accessibility 0.644 

ACC.4 <--- Accessibility 0.653 

ACC.5 <--- Accessibility 0.705 

ACC.6 <--- Accessibility 0.588 

MFL.1 <--- Financial_Literacy 0.782 

MFL.2 <--- Financial_Literacy 0.814 

MFL.3 <--- Financial_Literacy 0.833 

MFL.4 <--- Financial_Literacy 0.848 

MFL.5 <--- Financial_Literacy 0.554 

MFL.6 <--- Financial_Literacy 0.688 

MFL.7 <--- Financial_Literacy 0.534 

MFL.8 <--- Financial_Literacy 0.582 

MFL.9 <--- Financial_Literacy 0.677 

MFL.10 <--- Financial_Literacy 0.75 
Source: Processed data (Eviews 10 

Based on Table 1, it is evident that all of the variable 
instruments in this study, including fintech knowledge, 
fintech use, fintech accessibility, and financial literacy, have 
Std. Loading values higher than 0.5 (> 0.5), confirming that 
the indicators in this study are valid for measuring the score 

of the variable. So that it can be utilized as an input in 
structural equation analysis. 

B. Reliability Test

Basically, the reliability test shows the extent to which a
measuring instrument can give relatively the same results if it 
is re-measured on the same subject. A variable is said to be 
reliable if it has an alpha reliability coefficient of 0.5 or 
more. Table 2 below shows the variable reliability test. 

TABLE II.  RELIABILITY TEST RESULTS 

No Variable Construct 

Reliability 

Result 

1 Knowledge 0.853 Reliable 

2 Use 0.847 Reliable 

3 Accessibility 0.785 Reliable 

4 Financial Literacy 0.838 Reliable 

Source: Primary data processed (2022) 

Based on the results of these calculations, because there 
is no construct reliability value whose value is below 0.50, 
all constructs in this study are feasible to use. 

C. Outliers Test

Outlier evaluation is carried out to see the observation
conditions of a data that has unique characteristics that look 
very much different from other observations and appear in 
extreme forms, both for a single variable or combination 
variables [16]. Outlier detection is done to see univariate 
outliers and multivariate outliers. To see multivariate 
outliers, it is done by looking at the value of the rather anobis 
distance. The value of the mahalanobis distance uses the 
formula in excel = CHIINV(P,df), which requires that the d-
squared value of the mahalanobis distance must be below the 
value of the mahalanobis distance using the formula. The 
result of the calculation of the mahalanobis distance value is 
480,954 and the d-squared mahalanobis value must be below 
that value. The output result of calculating the mahalanobis 
distance by the AMOS 24.00 program. The results of 
calculating the d-squared Mahalanobis value show that there 
is no value that exceeds the required limit of 480,954 so that 
there are no data with multivariate outliers. Therefore, it can 
be concluded that in this study there were no multivariate 
outlier problems 

D. Multicollinearity Assumption Test

Multicollinearity test was conducted to see the

correlation between independent variables in a model. The 

results of the multicollinearity test can be seen in the Table 

3 below. 

TABLE III.  MULTICOLLINEARITY TEST 

Collinearity Statistics 

Tolerance 
VIF 

Knowledge 0.743 1.346 

Use 0.862 1.160 

Accessibility 0.732 1.365 
Source: Primary data processed (2022) 

Based on table 5.8 it can be seen that the Variance 
Inflation Factor (VIF) values of all dependent variables are 
less than 10. Based on the criteria in making 
multicollinearity test decisions, the assumption that there is 
no multicollinearity in the research data is fulfilled. 
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E. Goodness of Fit

Evaluation of the feasibility test of a research model is

analyzed using the goodness of fit criteria with several index 

criteria and cut off values so that the research model 

becomes fit or good. The results of testing the model with 

the required criteria can be seen in the table 4. 

TABLE IV.  MULTICOLLINEARITY TEST GOODNESS OF FIT INDEX 

Goodness of Fit 

Index 

Cut off 

Value 

Model Test 

Result 

Informatio

n 

Degree of Freedom Positive (+) 84 Positive 

Chi-Square 177.21 230.79 Moderate 

CMIN/DF ≤2,00 1.876 Acceptable 

GFI ≥0,90 ,929 Acceptable 

RMSEA 0,05-0,08 ,052 Acceptable 

AGFI ≥0,90 0, 901 Acceptable 

TLI ≥0,90 0.964 Acceptable 

CFI ≥0,90 0, 971 Acceptable 

NFI ≥0,90 0.940 Acceptable 

PNFI 0,60-0,90 0.756 Acceptable 
Source: Primary data processed (2022) 

Based on Table 4 it can be seen that the model is feasible 
to use because most of the goodness of fit values have a 
Good Fit condition. Therefore the overall model can be said 
to be in accordance with the data and can be analyzed 
further. 

F. Structural Equation Model Estimation Results

Structural model testing was conducted to see the

relationship between variables, significance value and R-

square value of the research model. The structural model 

was evaluated by using the R-square value for each 

dependent variable, t-test and the significance of the 

coefficients of the structural path parameters. 

Figure 1. Structural Equation Model 
Source: Primary data processed (2022) 

Figure 1 is a structural model showing the relationship 

and influence of each research variable, namely: fintech 

Knowledge, fintech Usage, fintech Accessibility, and 

Financial Literacy Variables. Subsequent analysis will be 

adjusted to the GoF index criteria. Graphical structural test 

results and tabulation of direct effect estimation results can 

be seen in table 5. 

TABLE V.  SEM ESTIMATION RESULTS 

Estimate S.E C.R P 

Financial_Literacy  <--- Usage .335 .139 2.411 .016 

Financial_Literacy <---Knowledge .265 .107 2.470 .014 

Financial_Literacy <---Accessibility .349 .177 1.968 .049 
Source: Primary data processed (2022) 

The estimated value of structural testing in table 5 testing 
the effect of the knowledge variable on financial literacy 
shows a direct effect value of 0.265 or 26.5%. The CR value 

is 2.470 and the probability level is 0.014 which is smaller 
than the 5% significance level (0.014 <0.05), indicating that 
financial knowledge has a positive and significant effect on 
the financial literacy of the millennial generation in Aceh. 
This means that the better the knowledge of the millennial 
generation in Aceh regarding personal financial 
management, the better their financial literacy will be. 
Financial knowledge becomes an obligation for everyone 
from an early age. It is hoped that at an early age it will 
develop into skills and can be applied in everyday life [7]. 
Financial knowledge is an important part of everyone's 
financial attitude and behavior. Someone who has good 
financial knowledge will be able to make better plans 
regarding retirement planning [17]. The findings of this study 
are consistent with [18] and [19] that financial knowledge is 
a factor that determines financial literacy. 

In addition, Table 5 reveals that the direct effect value of 
using fintech on financial literacy is 0.335, or 33.5%. The 
CR value is 2.411, and the probability value is 0.016, which 
is less than the 5% significance level (0.016 < 0.05). This 
suggests that every 1% increase in fintech usage will result in 
a 33.5% increase in millennial financial literacy in Aceh. It 
can be concluded that the widespread use of fintech has a 
positive and significant impact on the financial literacy of 
Aceh's millennial generation. In other words, higher rates of 
usage of FinTech are associated with higher rates of financial 
literacy. This demonstrates how the millennial generation in 
Aceh is able to effectively handle their finances because to 
the usage of fintech. The millennial generation in Aceh uses 
fintech to increase knowledge, skills, and beliefs that affect 
attitudes and behavior to improve decision-making and 
financial management in order to prosper. This enables them 
to identify and use institutions, financial products, and 
services according to needs in order to achieve well-being. 
The findings of this study are corroborated by studies by 
[20], [21], and [22], which found a correlation between 
financial literacy and the usage of financial technology. 

Table 5 also displays the direct influence of the 
accessibility variable on financial literacy, providing a value 
of 0.349, or 34.9%. The CR value is 1.968, and the 
significance level is 0.049, which is below than the 5 percent 
significance level (0.049 0.05). This reveals how fintech 
accessibility affects the financial literacy of Aceh's millennial 
generation in a positive and significant way. This suggests 
that every 1% increase in the fintech accessibility variable 
increases millennial financial literacy in Aceh by 34.9 
percent. Therefore, the millennial generation in Aceh will 
have a better level of financial literacy to the degree that they 
have access to more advanced forms of financial technology. 
One of the benefits of fintech over traditional financial 
services is improving financial literacy, which is supported 
by the findings of this study. The ease of access felt by the 
millennial generation in Aceh has the potential to expand the 
usage of fintech and boost financial literacy. People will 
become more accustomed to the capabilities and 
sophistication of financial technology as it is used more 
frequently. Through technology like smartphones or 
computers connected to the internet, the millennial 
generation will find it simpler to optimize income or 
potential. This will enable consumers to learn about bank 
service features online and improve their financial literacy 
[23]. The findings of this study are supported by prior 
research by [24] and [21], which found that access to fintech 
has a positive effect on financial literacy. 
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IV. CONCLUSION AND IMPLICATION

The aim of this study was to examine the impact of 
fintech on the financial literacy of the millennial generation 
in Aceh using indicators of knowledge, usage, and access to 
fintech. Based on the findings of the analysis using Structural 
Equation Modeling, it is possible to conclude that the 
variables of fintech knowledge, use of fintech, and 
accessibility of fintech can positively and significantly affect 
financial literacy among millennials in Aceh. This suggests 
that financial technology is assisting the Acehnese millennial 
generation in enhancing their financial literacy. This will 
strengthen the financial management abilities of the 
millennial generation in Aceh. One of them is involved in 
financial planning and is knowledgeable about financial 
products and services.  

Based on this conclusion, it is hoped that the millennial 
generation can take part in various seminars/workshops in 
order to increase fintech knowledge in order to increase 
financial literacy and increase understanding and insight 
about fintech products, and not only focus on payment 
application systems, but also be able to take advantage of 
fintech applications in financing, investment, financial 
arrangements and others. The lack of knowledge, usage, and 
accessibility of financial literacy will have a negative impact 
on the financial planning of Aceh's millennial generation in 
the future, therefore this generation still requires not only 
formal but also informal forms of financial literacy. These 
findings can also be used as a resource for policymakers to 
assist the millennial generation in Aceh in boosting their 
knowledge, usage, and access to fintech in order to increase 
their financial literacy. 
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Abstract—This scoping review explored how digital 

transformation of the global music industry played a role in 

changing how music is created and sold to consumers. 

Furthermore, a reimagined Musical Network and a Market Only 

framework are proposed – both show how the digital 

transformation of the music industry affected revenue streams of 

record companies. The inclusion criteria focuses on studies that 

are published in the English language between the year 2017 and 

2022. The study selection process resulted in total of 37 articles 

being included, and is presented on a PRISMA-Scr flow diagram. 

Data from the included studies was extracted, synthesised and 

mapped on a table and narrated using figures and diagrams. The 

results of the scoping review are synthesised into five sections 

covering the research questions and problem. The digital 

transformation of the global music industry has changed how 

music is consumed by audiences and has enabled artists and 

record labels to be connected worldwide to their international 

audiences. In addition, with the introduction of efficient 

production and distribution techniques with emerging 

technologies such as blockchain and the metaverse, more research 

needs to be conducted on their practical sustainability within the 

global music industry. 

Keywords—Digital Transformation, Music Industry, 

Digitalisation, Digital Music 

I. INTRODUCTION

ollowing the rapid rise of digital innovations in 
technology in the last thirty years between 1990 and
2020, brick and mortar-based industries like the music 

industry, in particular, had to make changes and adapt their 
business models and value chains to the digital world to retain 
and maximise their profits. Despite facing a downward trend in 
the loss of revenue due to the high rise of the digital download 
era, the global music industry was still able to recover profits 
lost between 2005 and 2018, from $19.8 billion to $18.7 billion 
and then gained a total sum of $20.2 profits in 2019 [1]. At the 
end of 2021, the global music industry made a total of $25.9 
billion, an 18.5% increase from 2020, which was $21.6 billion 
[2]. 

This scoping review set to dig deep into how the 
digitalisation of the music industry both played a positive role in 

the creation and evolution of new creative business models; and 
how on the other hand, the disruptive role of technology 
negatively affected the music industry, resulting in a decline of 
profits. Furthermore, this scoping review also seeks to find the 
different types of frameworks that were used by record majors 
to align their business processes with the advancements in 
information technology (IT). 

II. BACKGROUND

A. Digital Transformation

1) What is digital transformation?
Digital transformation in business is the corrective use of

technology to create new business models, processes, and 
applications that will help improve an organisation’s strategic 
competitive advantage and position [3]. Furthermore, digital 
transformation is the concept that a business would use to easily 
adjust to new changing technological environments. Essentially, 
“future-proofing” businesses by shifting business models to 
more agile practices by adopting technology and data that enable 
businesses to create new products and services; thereby creating 
long-term and immediate connections with customers/ 
consumers and value-chain suppliers [4]. 

The disruptive nature of the introduction of new 
technologies affects an industry as a whole, not just specific 
businesses [5]. The industry shift in technology result in 
businesses within the disrupted industry creating specific 
strategies to align their business processes to digital technologies 
such as cloud, artificial intelligence (A.I), Internet of Things 
(IoT), mobile, and analytics of big data [6]. Businesses can 
choose either of the following three approaches to adapt to their 
digital transformation strategies: creating better value for the 
customer; or evolving the existing business model; or combining 
the two approaches [7]. The music industry was the first media 
sector that was faced with digitization and massively benefited 
from it, initially [9]. 

B. Music Industry

Reference [10] defines the music industry as the sale and
purchase or monetization of recordings, the bundled rights 
associated with them, and the livelihoods of the actors that take 

F 
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place in that particular economy (i.e., artists, songwriters, 
producers, engineers, artists and repertoire (A&R), lawyers, 
record executives, and many others). Reference [11] argues that 
the music industry is the exploitation of created musical-based 
intellectual properties. Reference [9] further explains that the 
music industry is a composition of three closely related 
industries that are interlinked but have areas of focus which are 
also mutually exclusive to the other industries. These industries 
are: 

a) the recorded music industry, which focuses entirely on
recording music and getting the music to the customers;

b) the music licensing industry, which focuses on
publishing and creating copyrights for the intellectual
properties; and lastly,

c) the live music industry which focuses on creating live
entertainment, for example, live performances and tour
shows [11].

The interlinked nature of the three industries that make up 
the music industry, and associated value chains that an 
individual adopt within the music industry can be presented as 
“Musical Networks”  [13], as shown in Fig. 1 below. 

Fig. 1. Musical Networks [13] 

C. Problem Statement

The effects of the disruptive nature of technology led to the
digitalization of the music industry and has changed the selling 
point of music from CDs to streaming. Therefore, there is a need 
to dig deep into how the digitalization of the music industry both 
played a positive role in the creation and evolution of new 
creative business models and how, on the other hand, the 
disruptive role of technology negatively affected the music 
industry, resulting in a decline of profits. 

D. Research Objective

The objective of this scoping review was to propose a
reimagined Musical Network and a Market Only framework of 
how digital transformation in the global music industry affected 

the revenue streams of record companies (i.e., labels and 
independent outlets). Furthermore, to explore how the 
digitalization of the music industry changed the product creation 
process and impacted the independency of artists and smaller 
record companies. 

E. Research Question

RQ1: Which value chains of the global music industry were
affected by digitalisation? 

RQ2: How did digital transformation of the global music 
industry play a role in changing the methods of music 
production? 

RQ3: How did digital transformation change how music was 
sold to the masses? 

III. METHOD

A. Eligibility Criteria

• Eligibility criteria: Language-English, Years Considered-
2017 – 2022, Publication Status-Published

The language considered was English owing to the
researcher’s ability to access and comprehend what is said in the 
research articles.  

• Information Sources: EbscoHost, Rhodes Library, Google
Scholar, and Scopus.

• Search: Google Scholar

TABLE I. THE POPULATION (P), CONCEPT (C) AND CONTEXT (C)  

P: Global 
C: Digital 

Transformation 

C: Music Industry 

Global, world-wide 

Digital 

transformation, 
digitalization, 

digitization, 

technology-adoption, 
use of technology 

Music industry, music 

B. Search Strategy

• First Search: 4 publications were recommended by the
supervisor. The initial search took place as a general Google
search, then in Google Scholar and Science Direct.

• Using the phrase “Digital Transformation In Music”. A

string of key words were identified, and these were:
digitalisation, digitisation, digital transformation, and
music industry.

• Second Search: Using the identified terms in the PCC table,
searches were made in the following databases: EbscoHost,
Rhodes Library, Google Scholar, and Scopus

1) Search String
Global OR world-wide AND “digital transformation”
OR digitalization OR digitization OR “technology-
adoption” OR “use of technology” AND “Music
industry” OR music
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C. Data Mapping and Analysis

Data mapping process: Summaries were created of each (1)
title, (2) author, (3) year of publication, (4) country of lead 
author, (5) scope or area of coverage, (6) purpose, and key (7) 
findings. These summaries were then mapped onto a table.   

IV. SEARCH RESULTS

The process by which sources were selected is explained in 
detail in this section, including which databases were used and 
how many records were produced from those databases.  

1) Sources of Evidence
The search string was then entered into EBSCOHost,

Rhodes Library system, Scopus and an online resource called 
“Publish or Perish” in order to receive a full list of publications, 
including those from Google Scholar. As shown in Fig 2 below, 
these databases produced a total of 1061 records:  EBSCOHost 
produced 26 records, Rhodes Library system produced 12 
records, Google Scholar produced 996 records and Scopus 
produced 27 records. The list of publications was then exported 
as a BibTex file, which was then imported and processed for 
duplicates using a tool named Rayyan.  

Fig. 2. Prisma-Scr Diagram 

V. FINDINGS

A. Results of individual sources of evidence

1) Characteristcis of included studies

The scoping review yielded a sum of 29 articles. Of those 29 
articles, the included papers were published in the following 
years: 2009 (n = 1), 2017 (n = 5), 2018 (n = 6), 2019 (n = 5), 
2020 (n = 7), 2021 (n = 2) and 2022 (n = 3). Numerous studies 
were published between 2017 and 2020, whereas fewer studies 
were published after 2020. Many studies emerged from the 
northern hemisphere, where the majority of the studies came 
from the European region and first world regions. The included 
studies which were published as Journal Articles (n = 22), Books 
(n = 3), and News Articles (n = 4).  

B. Synthesis of Results

1) Disruptors of the global music industry
Four digital disruptors of the global music industry are

presented in Fig. 3, namely: Piracy, Online P2P Sharing, iTunes, 
and Spotify and these are reported in 12 out of the 29 identified 
studies  [9], [12], [14]-[23]. 

Fig. 3. Disruptors of the global music industry 

2) New technologies being used in the global music

industry 
Six new technologies resulting from the digital 

transformation of the global music industry are identified in Fig. 
4, the technologies were identified across 11 out of 29 included 
studies [9], [12], [21], [24]-[31]. The identified technologies are 
Big Data Analytics, Blockchain, AI, Virtual Reality, Artificial 
Neural Network and Genetic Algorithms, and Machine 
Learning. 

Fig. 4. New Technologies Introduced to the Global Music Industry 

3) Research Questions

a) RQ1: Which value chains of the music industry were

affected by the digitalisation of the global music industry? 

EbscoHost 

26 

Rhodes Library 

12 

Google Scholar 

996 

Scopus 

27 

Articles identified 

through online databases 

1061 

Articles after duplicates 

removed 

1037 

Full-text articles assessed 

162 

Full-text articles suitable 

for study 

25 

Articles and grey 

literature 

29 

Final Articles 

37 

Duplicates 

removed 

24 

Articles excluded 

based on 

title/abstract 

875 

Full-text article 

excluded 

137 

Articles included 

from grey literature 

4 

Articles included 

from backward 

search 

8
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Nineteen themes emerged addressing which value chains 
were affected by the digital transformation of the global music 
industry. These themes are illustrated in Fig. 5 and were 
identified across 19 out of 29 included studies [9], [12],  [14], 
[15], [17], [19], [20]-[26], [28], [29], [32]-[35]. 

Fig. 5. Factors changing the value chains 

b) RQ2: How did digital transformation of the global

music industry play a role in changing the methods of music 

production? 

Three themes have emerged addressing how digital 
transformation of the global music industry plays a role in 
changing the methods of production of music. These themes are 
illustrated in Fig. 6 and were identified across 6 out of the 29 
included studies [17], [24], [26], [27], [33], [34]. 

Fig. 6. Results of DT in music production 

c) RQ3: How did digital transformation change how

music was sold to the masses? 

Seventeen themes emerged addressing how digital 

transformation changed how music was sold to the masses. 

These themes are illustrated in Fig. 7 and were identified across 

19 out of 29 included studies [9], [12], [14]-[18], [22], [23], [25], 

[28], [30], [31], [33], [34], [36]-[39]. 

Fig. 7. Factors affecting sales 

VI. DISCUSSION

This section presents an in-depth discussion of the findings 
relating to the research questions and the proposed Market Only 
framework. 

A. Discussion of Findings

1) Principle Findings

● 1. Offline Piracy

The piracy of music is not a new concept, it existed before 
the digital age of music. On its own, it has played a major role 
in how music is presented and distributed to the consumer. It has 
negatively affected the global music industry for decades. Due 
to the digital transformation of recording technologies, it has 
enabled easier duplication of music from CDs and Cassettes 
[14]. The practice of piracy was deemed acceptable by some 
consumers of music because the cost of owning physical album 
copies was expensive to the younger generation of consumers, 
creating a financial barrier of access; and the low-quality value 
of the songs on the albums did not justify the legal ownership of 
the physical copy [14].  

Reference [14] further suggests that pirated copies of music 
were first sold by street vendors; and instead of pirating an entire 
album, they would pirate the popular songs stemming from 
different albums and artists and create a compilation album (or 
better known today as a “mixtape” according to modern culture 
and society). These typically would mimic the local music 
charts, recreating a stored format of radio. Prior to the 
popularisation of the internet, with the digital transformation of 
data compression, namely the format of MP3 loss-less data 
compression, CDs were mainly pirated due to the lack of 
copyright protection features, which enabled the user to access 
the data on the CD and save the MP3 file on their personal 
computers [14], [9], [19]. These albums would be then 
produced, marketed, and distributed by the street vendors 
without the knowledge of the respective copyright holders and 
would be sold at a fraction of the normal price that would be 
charged for at music retailers, therefore, undercutting 
distribution outlets and record labels.  

This then raised alarms to record labels that there were 
unauthorised sales of their copyright protected material and 
there was no compensation for copyright licenses and no royalty 
pay-outs. The Recording Industry Associations called on 
governments to assist in shutting down the illegal sales and 
distribution of compilation albums. However, the illegal sale 
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and distribution of compilation albums still persisted due to the 
popularity in value and the financial ease of access to these 
compilation albums compared to retail albums [14]. 

● 2. Online Piracy

Due to computer storage hardware limitations, music 
consumers looked in the direction of the internet, cloud-based 
storage and computing services, allowing users to download, 
save and exchange music with their peers [14], [17], [9].The 
process of online peer to peer sharing occurs when one user 
would upload songs or content on a peer to peer (P2P) sharing 
website or platform, the content would be stored via cloud 
storage, and then a different user would download the uploaded 
content with the peer to peer sharing website acting as an 
intermediary. 

Through the continuous and global rise in the popularity of 
the internet and cloud storage this led to the rise of online peer 
to peer (P2P) sharing networks, namely Napster and LimeWire. 
Illegal P2P sharing combined with an industry decline, due to 
changes in consumer tastes by the introduction of alternative 
types of entertainment such as DVDs and internet available 
content, then resulted to a decline of CD sales as consumers 
downloaded music online and could access better value forms of 
content [15], [18], [16]. 

The low CD sales led to a shutdown of multiple physical 
retailers including record labels, consequently leading to a loss 
of jobs, resulting from the loss of control of distribution and 
production by record companies as the intermediary value 
chains have been disrupted [9]. To limit the effects, many record 
labels were open to acquisitions, resulting in the exponential rise 
of the “major record labels” or the “big three” namely, Universal 
Music Group, Sony Music Entertainment and Warner Music 
Group [19].  

● 3. Industry Response to Online Piracy

The global music industry attempted to regain control over 
the online piracy of music by taking Napster and other P2P 
sharing networks to court over copyright infringements and 
copyright violations [18]. Despite successfully being able to shut 
down multiple P2P sharing networks, the global music industry 
was not able to regulate the actions of the consumers of music 
as online piracy was a financially viable and easier option of 
accessing music; therefore, it became a standing option whether 
the consumer legally accessed the music or not. 

Before the era of smart devices, record labels took advantage 
of telecommunications, where record labels were able to use 
telecommunications as an immediate channel to distribute music 
by offering ringtones, and playbacks to customers and also using 
text messages to alert the subscribers or consumers [18]. 

Within the early stages of online digital disruption, physical 
sales still dominated the global music industry. However, due to 
the popularity of the illegal downloads, this gave rise to record 
labels establishing online web stores and also retail 
intermediaries adopting the online webstore structure in the 
business models [16]. The online webstore structure enabled 
consumers to buy each song separately at a set price or purchase 
the whole album, therefore becoming an online channel to 
distribute music for record labels. 

Record labels were able to achieve this by diversifying their 
business operations. For example, Universal Music 
International, before being Universal Music Group, merged two 
separate business units Universal Music and ELabs, thus 
creating a new unit called “Technology and Media” [18]. 

Due to the lack of centralisation and limited content the 
online webstore era of record labels was short-lived. Therefore, 
consumers turned to other platforms where access to music was 
not limited. However, this enabled record labels to distribute 
their music both offline and online. Online being that it serves 
as an alternate outlet to sell music [18]. 

● 4. Changes in Production

In parallel to the popularity of the internet, international 
record labels used the technological advancements of the 
internet to collaborate and hire international songwriters. This 
strategic move was used to penetrate foreign markets by making 
songs that are more appealing to international consumers  [14], 
[15]. Similarly, as consumers downloaded and shared popular 
songs, music producers caught on to the trend and started 
concentrating their efforts into creating a few songs that would 
stand out in their albums, that would receive the attention of 
consumers [14]. 

● 5. The Introduction of Apple to the Global Music
Industry

The limitation of not having a centralised web store where 
consumers could not find all music in one place was addressed 
by the introduction of iTunes in 2003 by Apple. iTunes was a 
fully online music webstore, which housed content from all of 
the major record labels including independent record labels. 
Acting as an independent intermediary, major record labels 
bargained for a 70-30 revenue split where 70% of revenues per 
purchase going to the record label and 30% going to iTunes [9], 
[12], [18], [16]. 

Prior to the release of iTunes, Apple tapped into music 
consumption devices in 2001 by releasing the iPod, an MP3 
player that had built-in storage and enabled users to load songs 
they have downloaded from the internet on their personal 
computers, taking advantage of the digital download craze [9]. 
Therefore, by releasing an MP3 player with built-in storage 
Apple digitally transformed the experience of consuming music, 
moving from portable CD players where CDs had limited 
storage to a smaller, portable, and rechargeable device with 
expanded storage.  

The rise in popularity of iTunes resulted in iTunes attaining 
more revenues than the web stores established and owned by 
major record labels, prompting major record labels to shut down 
their web stores due to lower profits than the intermediary. This 
resulted in a loss of control of distribution by major record labels 
as now iTunes brought in more revenue than record label owned 
webstores, resulting in the distribution being taken over by 
iTunes [18]. This led to major record labels bargaining with 
iTunes to enable Windows users to also have access to iTunes 
as iTunes only existed in macOS devices [18]. By bargaining 
with iTunes, major record labels ensured that consumers of any 
device can access the music libraries, as consumers would have 
turned back to online piracy and also maximising their profits 
from digital iTunes sales. 
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● 6. The Introduction of Streaming

It is often misconceived that Spotify was the “first” 
streaming service to be introduced to consumers. However 
streaming services existed before the existence of Spotify, with 
streaming services first being introduced in South Korea before 
other countries [14]. Spotify was first established in 2006 and 
introduced to the market in 2008, bringing with it a freemium 
model and an alternative subscription model. Unlike the pay-per 
download model used by iTunes, Spotify enabled users to have 
access to a large library of music of major record labels and 
independent record labels and artists at a low monthly fee. The 
freemium model enabled consumers to freely access the music 
libraries, however, occasional advertisements being present 
within their music listening experience [9], [18], [19]. Reference 
[20] states that a stake of Spotify was sold to major record labels
in exchange for their content. This came to be as major record
labels realised that owning the majority of content gives them
enough leverage to bargain with the platform, as the streaming
service would not survive without their content.

Streaming services such as Spotify, in particular, have 
embraced curating content for users through playlists, as the 
platform would either algorithmically recommend music based 
on the user’s listening habits or have a team of playlist editors 
or taste curators to create and edit playlists; and these playlists 
would be promoted on the platform including on social media, 
resulting to a new distribution channel of music to users around 
the world [20]. As an example, the Spotify-owned playlist 
named RapCaviar has amassed over 9.5 million followers, 
therefore the ability of playlist to change in size further plays a 
helping hand the success of music [20]. 

With the technological advancement of ICT infrastructure 
(which led to the wide rollouts of high-speed broadband internet 
connection, advancements in cloud storage and computing and 
the introduction of smart mobile devices) Spotify was able to 
grow and attract users as it acted as a cost-effective gateway to 
better accessible listening. In contrast, iTunes still relied on a 
digital classic model which was financially restricting and 
therefore not fully tackling piracy but just limiting it [9]. 

The introduction of online web stores and streaming services 
has decreased the costs and risks of distributing music in the 
global music industry. This is because previously, physical 
copies had to go through a chain of production (i.e., from being 
manufactured, warehoused, and then being transported to the 
distribution outlets) and therefore also running into a risk of 
being unsold [19]. 

● 7. The Introduction of Social Media

References [9] and [14] suggest that the introduction of 
popular social media networking sites like Myspace (2003), 
Facebook (2004) and Twitter (2006), and video sharing 
platforms like YouTube (2005) resulted in the formation of 
online, connected international communities. Discussions 
centred around particular artists, groups, and genres of music as 
free options for users to discover new talent and music. Seeing 
this, and the ability to create social media profiles, artists and 
record labels directly market themselves to their audiences as 
now it was easier to find market segments [34]. Record labels 
sought and trained new talent who would study the functionality 

and integrate social media into the value chains of the business, 
thus acting as an alternative option of how global music was 
marketed and distributed aside from traditional media like 
television and radio. YouTube, a video sharing platform, acted 
as a secondary platform aside from television to market music 
videos. 

Reference [17] states that record labels decided to add more 
value into their music videos and promotional videos, in order 
to drive online discussions that were picked up by traditional 
media outlets and for consumer engagement. This meant having 
music videos with either cameos - which are appearances made 
famous or well-known figures, the use of creative 
cinematography by including subliminal messages that viewers 
would not immediately catch watching the music video for the 
first time or including a set of dance moves that accompany the 
music. A popular example is Soulja Boy’s Crank That (Soulja 
Boy) 2007 music video which became a world-wide 
phenomenon, driving both online and offline conversations, 
which also was nominated for many awards and won a BET Hip 
Hop Award for Best Dance for 2007. 

Furthermore, the rise of niche-like platforms like V-live as 
mentioned by [36], a South Korean mobile application that 
enables celebrities to live stream and interact with their 
audiences in real time allows artists to build relationships with 
their audiences. The introduction of the niche social media 
platform, TikTok became a new popular outlet for music 
consumers to discover new artists and popular songs, as the 
application allowed users to add value to songs by creating short 
form video content between 15 and 60 seconds. The mobile 
application allows users to add copyrighted music owned by 
major record labels and independent artists, which users could 
use whichever part they would like to use. However, due to the 
trend-nature of social media, TikTok users opt to use the best or 
catchiest part of the song such as the chorus or the “drop” of a 
song [37]. The short form content format allows users to be 
exposed to large amounts of content within a small time period 
which leads to videos going viral. The virality of a video on 
social media results from the specific dance moves or visual 
concept within the video; receiving a great reception from the 
viewers the video is being exposed to viewers who are likely to 
share that video with their peers. Within the context of TikTok, 
the original concepts of the original video would be replicated 
and/or transformed by other users by introducing hashtags and 
challenges. Therefore, users passively market the music for the 
artist and record label [37]. The passive marketing results in an 
increase in the number of streams, as streaming platforms like 
Spotify and YouTube offer free access to published music, and 
as a segment of users are interested in how the song sounds in 
its entirety. In response, record labels have resorted to 
collaborating with professional influential content creators to 
market songs on the platform and also have collaborated with 
consultants to change production so that songs are more suitable 
for users and content creators on TikTok [37]. 

The improvement of recording devices resulted in a 
shutdown of recording studios as production had now become 
cheaper, precipitating the rise of “home studios” and increasing 
the production of music. The increased adoption of online music 
streaming services, including social media showed a larger 
presence of independent artists. In turn, the increase in 
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independent artists resulted in a power shift from record labels 
to artists as artists realized they do not have to sign with record 
labels to have their music distributed globally or played on radio; 
established, popular, new artists and independent artists were 
now able compete in the same competitive environment.  

● 8. Big Data Analytics in the Global Music Industry

As user data became a valuable commodity arising from 
music streaming services like Spotify, Deezer and Tidal attained 
minimal profits; and the only solution to minimal profits was to 
convince more users to continuously use the platform and also 
purchase subscriptions [15]. Reference [22] argue that to attract 
new users to the platforms, creative marketing techniques were 
then used by technology companies such as the famous 
Samsung and Jay-Z’s 2013 Magna Carter… Holy Grail album 
release whereby Samsung offered one million users a free 
download for the album through their “Album” app to users who 
purchase and/or own specific Galaxy devices. Another example 
is Kanye West’s 2016 The Life of Pablo exclusive release to 
Tidal; another example is Spotify collaborating with Facebook, 
letting users create Spotify accounts using their Facebook 
account, also allowing users to see what their friends are 
listening to in real-time. The use of marketing techniques was 
specifically aimed to obtain user data, capitalising on the 
influential power of people and especially public figures. 

Reference [9] asserts that by obtaining data from large 
populations of users (including monitoring how users use and 
interact with platforms, streaming services, and social media 
networks) added value to their platforms by creating 
personalised content. This was possible through the use of 
machine learning to study new and pre-historical data and 
artificial intelligence to create ranking and suppressive 
algorithms, resulting in the creation of recommendation systems 
which displays content that is only relevant to the user and 
suppress irrelevant content.  

Streaming services were also able to create, for artists and 
their management teams, metrics and analytic dashboards which 
display user demographic data of those who have listened to 
their songs, and KPIs displaying the performance of published 
songs [21]. The use of metrics made it possible for artists and 
the management to plan international music tours successfully, 
as their decisions are now supported and driven by data. 
Furthermore, changing the styles of production of music as KPI 
data reveals user retention for songs, proactively acting as a 
feedback loop in the value chain of music [21]. Reference [21] 
further note that the access to metric data increased transparency 
in the global music industry. As an example, Spotify released 
Spotify for artists and Spotify analytics in 2017; thereby 
enabling artists, managers, record labels and distributors to view 
in real-time the performance of songs and newly released 
projects, and properly gauge the loyalty of audiences for artists 
as some audiences are grown organically and others 
inorganically through marketing and promotion. 

The subsequent availability of data has now even changed 
how music is being mixed and mastered in the global music 
industry. Even though the concept of music production is not 
well known amongst producers in different parts of the world, 
[27] proposes the use of artificial intelligence (AI) in the mixing
and the mastering of music – which is a value chain in the

production of music that is often not recognised by consumers 
but plays a major role in the final sound quality of music; and is 
also a determining factor which drives the attitudes of the 
consumer to whether to like or not like the music. Reference [27] 
further illustrates an example of an artificial intelligence audio 
mastering system, LANDR, which simulates the roles and 
responsibilities of an audio engineer by combining algorithms 
with machine learning and big data analytics. Through the use 
of such systems, there is a marked decrease in the time and cost 
of production. Further, the system “limits” the user’s need to 
consult with an audio engineer to master their music and the 
opportunity cost of having to wait for the audio engineer to 
finish mixing and mastering stems. In addition, [27] further 
notes that, due to the lack in accuracy, and the creativity a human 
may possess in LANDR, LANDR or the use of artificial 
intelligence in audio mastering, is viewed as a minimum 
benchmark for music mastering, leaving a qualified audio 
engineer as still a superior option.   

Similarly, [24] states that computer-aided composition 
technology, artificial neural networks and genetic algorithms are 
currently being used to create children’s songs that are more 
accepted by audiences. The use of these composition 
technologies aids song producers and songwriters with 
production formulas of music; thereby enabling artists to 
compose music faster and cheaper as less human capital is 
required, within the song creation process. 

● 9. The Resurgence of Live Performances

The online music streaming service was very effective in 
combating piracy, however, [22] argued that music streaming 
services have not been profitable. This lack of profitability was 
due to music streaming services being liable for paying for the 
different copyrights that exist in the different music industries 
around the world, since copyright policies tend to be set 
differently in every country [22]. The music copyrights ensure 
that all parties that have contributed to the creation process and 
publication of a specific song are paid whenever the song makes 
money. The lack of profitability by music streaming services 
then resulted in low royalty pay-outs for artists and record labels, 
disrupting the revenue stream associated with production and 
publishing of music. Previously, the revenue streams during the 
sale of physical items were higher [22]. The diminished 
revenues meant that both highly established and independent 
artists were negatively affected since they operated in the same 
competitive environment as music went digital. Due to low 
revenues, the global music industry has looked back to the 
traditional outlet of revenue which is live performances to make 
up for the losses. References [14] and [17] note that record labels 
have invested into creating live performances that are unique, a 
spectacle to the eye and not replicable or easy to find online. 
This has had the effect of driving up value in the performing 
industry of the global music industry, further encouraging 
consumers to attend live events.  

● 10. The Death of CD and the Upsurge of Vinyl

Despite physical record stores shutting down due to the 
digital disruption of music, intermediaries have adopted 
technology within their business models and have gone online, 
are still selling CDs and vinyl, including MP3s but have resorted 
to keeping physical items very limited [16]. Reference [14] and 
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[15] highlight that the purchase of physical items is seen as fans
supporting their favourite artist rather than accessing their music
as they can use streaming platforms to access their music. The
rise in vinyl sales, even overtaking the sales of CDs, is due to
younger generations finding vinyl to be more valuable than CDs
as they offer a unique listening experience, including the
attraction that they bring more value than CDs through its
packaging design. Hence the sale of these “limited” items are
then regarded as collector’s items [16].

Due to low global sales of CDs across the global music 
industry, the automotive manufactures like Tesla, Toyota, and 
Ford have also responded to the disruption of streaming by now 
releasing car models that do not have CD players installed but 
have interfaces that enable users to stream music directly from 
their cars [15]. Furthermore, [32] asserts that Volkswagen has 
integrated Shazam (a music discovery application) in SEAT 
models, allowing users to discover new artists and music as they 
drive. 

● 11. Blockchain in the Global Music Industry

References [28], [26] and [29] argue that blockchain 
technologies are most likely to disrupt the global music industry, 
as the application of blockchain resolves current digital issues 
being faced by the global music industry. Blockchain ensures 
consistent metadata through the use of smart contracts through 
a blockchain enabled database. Furthermore, the use of smart 
contracts automates royalty pay-outs to respective copyright 
holders, lowering the transaction costs associated with 
identifying copyright holders. Blockchain further ensures 
transparency and will introduce a standard within the licensing 
structures of music, then enabling other artists and managers to 
structure licenses similarly or better. Blockchain also introduces 
a new file format through hashing, which allows the respective 
copyright holders full proven authorship of their material [26].  

Through the hashing ability of blockchain, artists and record 
labels can expand their revenues by selling their music, 
exclusive content, and live performance moments digitally as 
NFTs (Non-Fungible Tokens) on a blockchain-based 
marketplace [30]. Besides using NFTs to sell music, NFTs are 
now used as tickets for live performances and concerts, therefore 
consumers do not run the risk of losing their tickets. 

● 12. Metaverse

Through the practice of purchasing synchronised licenses 
whereby video game companies approach record labels to use 
their content on their games, virtual reality platforms are 
changing how live performances are consumed [38], [31]. Due 
to Covid-19, which inhibited artists from touring internationally 
and restricting international fans from attending international 
music festivals, and the use of 3D online virtual worlds, the 
global music industry was able to capitalise on the functions of 
online gaming by hosting live music events and concerts. This 
brought millions of users together, creating financial and 
physical access to live performances. 

B. Critical Success Factors for Music Distribution

1) Enabled Access to Users
It can be argued that the decisions made by major record

labels and artists as to which channels and methods to use to 

distribute their music should enable frictionless access to a high 
majority of music consumers. This could be done by ensuring 
that prices are set according to consumer affordability; else, 
there should be cheaper alternative methods through which 
consumers who cannot afford access initially can still access the 
content at a later stage. For example, for live performances and 
concerts, consumers who cannot afford to attend live events in 
person, should be able to access the event live online for a fee, 
otherwise they should have to wait for a few days or weeks to 
watch a published or televised version. 

2) Artist Support
Within the structure of the global music industry, artists

tend to act as the top and executive management because they 
are the ones who mainly inherit the risk in technological 
changes. As an example, the financial structure of record labels 
is based on recoupable expenses, meaning that the expenses 
incurred by the record label is then paid for by the artist. 
Therefore, artists should form part of decision-making together 
with top management and shareholders when the management 
of a company attempts to invest in a risky financial venture. 
Therefore, when deals are structured and distribution channels 
are discussed, or new technologies are introduced, then artists 
should agree to such terms. 

C. Conclusion of Discussion of Results

It appears that the global music industry is undergoing a
revolution. This is because of the decline in royalty payments 
by music streaming services and resurgence of live 
performances, the first traditional method of selling music, 
which has now become the main source of income for artists 
and record labels in the 21st century. Despite NFTs being 
digital, they are still regarded as assets whereby consumers can 
purchase a song and own all the rights to it; and then sell it at a 
higher or lower price becoming a new intermediary for the 
artists or record label, thus bringing back the classic brick and 
mortar model of selling music. However, it has to be noted that 
the disruptive technologies such as streaming, big data analytics 
and blockchain offer solutions to problems being faced by the 
global music industry such as piracy, the lack of transparency 
across all levels of the industry, and also driving changes in the 
production of music altogether. 

D. Frameworks

1) Open Music Model
According to [40] the framework that music streaming

services base their business models on is the Open Music 
Model, which illustrates that digital music should be offered as 
a service rather than being sold as individual products. For 
digital distribution of music, this would prompt a subscription-
based system that supports file sharing and free from digital 
rights management, which is the best model for preventing the 
piracy of music. 

2) Proposed Market Only Framework
This scoping review proposes a framework called the

Market Only Framework. This framework is proposed to help 
address low royalties being paid out by music streaming 
services due to the global music industry moving from 
possessing music to enabled access. Revenues coming directly 
from the streaming services and social media platforms should 
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not be regarded as a main source of income but as “marketing 
revenues”, a source of revenue that an artist receives from 
marketing their brand from these online platforms. Whereas 
revenues coming from live performances should be considered 
as the artist’s main source of income, in addition artists should 
fully embrace social media networks and apply their efforts into 
building effective marketing strategies that communicate well 
with their overall brand strategy. Leveraging their well-
established brand names and good audience loyalty from a 
thriving social media presence, artists should use the influential 
power of their brands and music to establish new areas of 
business and drive their audiences in that direction; thereby 
creating new channels income resulting from their music 
career. The framework is illustrated in Fig. 8 below: 

Fig. 8. Proposed Market Only Framework 

E. Musical Networks Reimagined

As displayed in Fig. 9 below, the musical networks
introduced by [13] in Fig. 1 are reimagined or redesigned based 
on the findings of this scoping review, wherein processes 
highlighted in yellow represent the new changes in production, 
distribution and consumption of music; and arrows in red 
represent the new possible network connections. 

Fig. 9. Musical networks reimagined (author’s own work adapted from [13]) 

VII. CONCLUSION

In this section the theoretical and practical implications, 
including the limitations of the research are outlined, and 
opportunities for future research are suggested. 

A. Implications

Multiple gaps in the role of digital transformation in the
global music industry were noted: 

● Only a few studies addressed how telecommunications
were used in the global music industry as
telecommunications are still relevant since they are being
utilised by consumers of music today; broadband internet
and fibre being such examples.

● There was little discussion about the hashing function of
blockchain, and whether or not it will eliminate online
piracy and also the success rates of NFT projects by
switching music distribution to a blockchain-enabled
marketplace.

● The use of the metaverse in the provision of alternative
methods for consumers to attend live music events was
touched on only by a few studies which highlighted
previous successful instances of metaverse events.
However, the studies did not fully cover the success factors
of the integration of the metaverse in the global music
industry. This raised a number of concerns by stakeholders
in integrating blockchain and the metaverse in their
business models. Furthermore, there is a general lack of
resource information due to the novelty of blockchain and
the metaverse.

The digital transformation of the global music industry
drove consumers from physical copies of music to digital 
downloads to then streaming. These movements have 
negatively affected the profits of the previous configuration of 
the global music industry; however, they enabled artists to be 
recognised globally much easier through social media. With the 
increase in the availability of user data, music streaming 
platforms have used traditional techniques like music curation, 
something that a disk jockey would do for radio, to increase the 
number of users on their platforms. Now, the introduction of 
blockchain technologies is perceived to change the global 
music industry once again but in a positive manner, mainly for 
artists. Similarly, virtual reality technologies and the metaverse, 
enable consumers all around the world to connect online and 
attend live performances. To outline some future 
recommendations for the global music industry, record labels 
and artists should focus on using technologies to collaborate 
with other industries, so that instead of being reactive or 
responsive to technological changes, they should be more on 
the front foot and lead the technological changes in the global 
music industry.  

The limitations and implications of this scoping review 
open up future research to how blockchain and the metaverse 
will be fully integrated in the global music industry. Future 
research can be done within the African and South African 
aspect on the management styles regarding the digital 
disruptions of the global music industry and which methods that 
are not present in other parts of the world are being adopted. 
Future research can also be done in the third world, including 
countries in the southern hemisphere, adding more substance to 
the topic of digital transformation in the global music industry. 
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Abstract— Technology advancements particularly have had 

a tremendous impact on business operations. The risk impact 

known as “Information Technology Risk” exists when 

information technology (IT) is used in business that could 

impede a company from accomplishing its goals. Consequently, 

the risk ultimately needs to be avoided. Introducing these 

dangers poses a risk to a company's operational procedures. 

The lack of information security within a corporation is one of 

the factors contributing to this risk. This study intends to 

reduce risks in logistics firms by raising information security 

hazards to identify and manage those risks. By detecting and 

addressing these risks, our research aims to lower the risks 

logistics organizations face and enhance information security. 

Failure Mode and Effect Analysis (FMEA) determines the 

effects and consequences of these failures/risks based on 

severity, occurrence, and detection. Moreover, ISO/IEC 

27004:2016 is a recommendation for information security risk 

mitigation based on objective standards. 

Keywords— Information Security System, Risk Management, 

FMEA, ISO/IEC 27004. 

I. INTRODUCTION

The rapid advancement of technology, particularly the 
internet, has significantly changed how organizations 
conduct their operations[1]. When information technology 
(IT) is used in a business, there are hazards (referred to as 
“Information Technology Risks”) that could prevent the 
company from achieving its objectives[2]. An issue that is 
expected is a risk. Organizational business processes could 
be disrupted as a result of the appearance of these hazards[3]. 

Information security requires effective risk management, 
particularly in large client-focused businesses. The execution 
of risk management is still often subpar, making information 
security open to assault or interference[4]. Information 
security is the attempt to uphold or safeguard information 
assets by considering confidentiality, integrity, and 
availability against cyber threats by creating business 
procedures, reducing risks, and improving an organization's 
or company's performance[5]. 

This research examines a logistics information system at 
a logistics company in Indonesia. Information security in this 
logistics company is still weak because the system has never 
been checked and repaired. Risks arise from weak company 
information security in the form of viruses, data loss or 
leakage, hacked systems, piracy, etc., where the risks that 
can occur will also impact a company's operational 
performance. 

Then a solution is needed to overcome the problems 
described above, and one way to use the appropriate method 
to solve the problem. Namely, failure mode and effect 
analysis (FMEA). 

FMEA is a risk management tool frequently employed in 
crucial risk assessments. The possibility for failure in the 
procedure, the good, or the service is found using FMEA[6]. 
The construction technique known as FMEA is used to 
characterize, identify, and eliminate known or potential 
faults, difficulties, and errors in systems, design 
development, or services[7]. The qualitative and descriptive 
method type was the most popular in risk management. The 
semiquantitative method includes FMEA[6]. Risk Priority 
Number, a risk rank methodology, was applied during 
FMEA implementation (RPN). The three-parameter risk 
assessment produced RPN (severity, occurrence, and 
detection)[8]. 

Scales for severity, occurrence, and detection will be 
chosen separately. These numerical scales go from 10 to 1. 
RPN's score decreases as numerical levels increase. These 
rankings all fluctuate based on the application. The standard 
scales should be used consistently throughout the FMEA 
after they have been chosen[9]. 

Cybersecurity is sometimes seen as an expensive expense 
with no apparent means to measure its advantages[10]. The 
international standards system comprises ISO (the 
International Organization for Standardization) and IEC (the 
International Electrotechnical Commission)[11].  

The ISMS standard ISO/IEC 27004:2016 is a member of 
the ISO/IEC 27000 series family[12]. Information security is 
measured using the standard ISO/IEC 27004. The 
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information security management criteria employ ISO/IEC 
27004 as a benchmark for monitoring information security. 

Therefore, the solutions provided are expected to be able 
to prevent information security risks in this logistics 
company. 

II. LITERATURE REVIEW

A. Risk Management

Since experts and professionals discovered that failures
might result from various perspectives in information 
technology risk, RM is crucial (IT)[13]. The goal of Risk 
Management, which strives to reduce losses and increase 
opportunities, is to discover, analyze, evaluate, regulate, 
monitor, and communicate risk that is logically or 
repeatedly present[14]. Five factors were examined when 
studying risk management: What the issue is, how it might 
originate, what threats might materialize, what to do in the 
event of a threat, and how to resolve it are the first two. 

Operational risk is now understood to be a risk that can 
result in significant losses[15]. Risk management 
encompasses all facets of controlling the risk of an incident 
and the impact analysis that should alter decision-making 
and improve performance[4]. The steps in risk management 
are risk categorization, risk assessment, risk calculation, 
application of risk management actions, and occasionally 
risk monitoring[16]. 

B. Information Security System

Management of information security is a challenging
and crucial task. Behavior monitoring for cybersecurity is 
the cornerstone of information security management 
activity[17]. The process of gathering different kinds of 
system events and network security log data from the 
defense mechanism and cybersecurity systems, moving on 
to data mining, adjusting for the political crisis, and 
providing services for upcoming data security and network 
trend research[18]. The main steps in the formal process of 
checking the security system for accuracy and completeness 
are: 1) defining the objects and objectives that need to be 
protected; 2) creating a security policy; 3) providing proof 
that, in light of the security policy, threats cannot be 
implemented; 4) to support the security policy, a set of 
security functions (or services) must be defined, and 5) 
Additionally, there must be evidence that the group of 
security features (or services) genuinely implements the 
security policy[19]. Data and essential aspects of that data, 
such as confidentiality, integrity, availability, and the 
software and hardware used to store and convey that data, 
are all protected by information security[20]. 

C. Failure Mode and Effect Analysis (FMEA) Method

Failure Mode and Effects Analysis (FMEA), initially
created as an official framework by the aerospace industry 
in the 1960s, has still been a helpful and effective method of 
identifying obvious risks and mitigating those from 
happening[21]. FMEA is a systematic method used to 
analyze a system or process to find probable failure modes 
and their potential effects on the operation of the system or 
process[22]. FMEA examines all plausible future issues and 
assigns each one a numerical score[23]. FMEA evaluation 
results often use risk priority numbers (RPN) for assessing 
risk, which determines the risk level of failure modes for a 

product or a system using the failure severity (S), 
occurrence (O), and detection (D) variables[24][25]. This 
means failure modes with high RPN values are a high-risk 
priority and will receive much attention throughout the 
system's overall improvement[22]. 

D. ISO/IEC 27004:2016 Method

To assist businesses in adhering to ISO/IEC 27001:2013,
9.1: monitoring, measurement, analysis, and evaluation 
requirements, ISO/IEC 27004: 2016 offers instructions on 
evaluating the efficiency and performance of an information 
security management system[11]. SNI ISO/IEC 27004: 2016 
is a standard that offers guidelines on the development and 
application of measurements and tests to evaluate the 
efficacy of measures and control groups in information 
security management systems, as indicated in the ISO/IEC 
27001 standard[26]. Information security controls in 
ISO/IEC 27001:2013 include 114 controls and 14 
clauses[27]. Information security management system 
measurement is its process of collecting data about the 
efficiency of the ISMS and controls utilizing measurement 
functions, analytical models, and decision criteria. Problems 
with information security are frequently the result of 
inadequate management. Therefore, management is the 
foundation, and we must develop an effective information 
security management system if the methodology is the 
solution to solve information security concerns (ISMS)[28]. 

III. METHODOLOGY

Step 1: PLANNING

• Identifying

• Research Purpose

• Literature Review

Step 2: DATA COLLECTION

• Interview

• Observation

• Questionnaire

Step 3: DATA ANALYSIS AND 

PROCESSING

• Current System Analysis

• Risk Assessment Using 

FMEA Information 

Security

• Measurement Using ISO

27004

Fig. 1.  Methodology Diagram 

A. Literature Review

Searching for relevant references, such as papers, articles,
and books that address risk management assessment using 
the FMEA method and information system security using the 
ISO/IEC 27004 method, is done during this stage. 

B. Data Collection

Questionnaires, observations, and interviews were used
to collect primary and supplementary data as research 
material. 

C. Data Analysis and Processing

The FMEA risk assessment method, a continuous
system flow, and the ISO 27004 information security 
measures are used to handle data. 

IV. RESULT

A. Running System Analysis

This logistics company has never audited or evaluated
the information system used. Information security at this 
logistics company has yet to be implemented. So, if there is 
damage or error in the logistics information system used, the 
admin reports to the head of the branch, then the head of the 
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branch reports to the head office to be checked and repaired 
by the head office’s IT. 

B. Risk Assessment Using the Failure Mode and Effect

Analysis (FMEA) Method

The following is the implementation of the staged risk
analysis identification and valuation of technology assets 
information using FMEA in cases: 

1. Identify Processes
To develop the business process flows for the

company, the first step is to identify its business 
processes. As shown in the figure below. 

 

 

 

Fig. 2.  Business Processes 

2. Risk Brainstorming
This step is completed to identify any flaws in the

system function that the organization uses to identify 
risky prospects. People, networks, hardware, software, 
and data all play a role in the emergence of risk-taking 
opportunities. In the table below, you can find the 
company’s risk brainstorming. 

TABLE 1. Risk Brainstorming 

Business Process 

Policy opportunities and delivery performance in inventory logistics. 

Risk Opportunity 

Hardware 

- The occurrence of physical damage or theft of devices on 

computers/PC, servers, etc.
- Outsiders hacked the data center on the server.

- The server is experiencing slow access.

- Need for storage space or media. 
- Natural disasters like floods, fires, etc., happen frequently.

Software 

- There is damage to the system.
- There is a system breach or unauthorized application. 

- Natural disasters like floods, fires, etc., happen frequently.

People 

- The staff pays less attention to the importance of information 

security due to a lack of training and not fully mastering skills

regarding information security.
- There are no regulations on access to information. 

- A lack of security regulations. 

- The occurrence of damage to the system resulting in work
activities. 

- There is a possibility of using the information for fraud. 

Network 

- Internet is experiencing less stable access.
- Natural disasters like floods, fires, etc., happen frequently.

Data 

- Losing important data due to virus attack. 
- Data loss due to data not being backed up. 

- Theft and modification of data 

- Natural disasters like floods, fires, etc., happen frequently.

3. Determine the RPN Results from Severity,
Occurrence and Detection
There are 23 dangers once the organization provides

a risk assessment that is completed using the FMEA) 
worksheet assessment of severity, occurrence, and 
detection. In the column below, you can find the 
company’s RPN results. 

TABLE 2. RPN RESULTS 

Manage System User Access

Super Admin Admin User

P
h

a
se

LOGIN LOGIN LOGIN

Input Transaction 

Requests

Input The Result Of The 

Transaction Request
Stocktake The Item

Add Item Data
Input Data For Good 

Units And Faulty Units

Delete Item Data

Change The 

Password For Each 

User

END

END

END
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The RPN results show that the risk level in the Very 
Low category has four risk threats. In the Low category, 
there are nine risk threats. Then the Moderate category 
has two risk threats. In the High category, there are two 
risk threats. And in the Very High category, this logistics 
company has six risk threats. 

C. Measuring Information Management Security System

Using Standard ISO/IEC 27004:2016

The first step in assessing the information security
performance and efficiency of the ISMS is monitoring and 
measurement. The organization's information needs must 
make measured. To decide what has to be done to support 
each information need, follow these steps. 

1. What to monitor?
Monitoring establishes a system, process, or

activity's state to fulfill specific information 
requirements. The following systems, processes, and 
activities can all be watched: 

a. ISMS process implementation
b. Management of incidents
c. Management of vulnerabilities
d. Management of configuration
e. Security awareness and training
f. Event logging for access control, firewalls, and

other systems
g. Inspection
h. Risk assessment process
i. Risk handling process
j. Third-party risk management
k. Business continuity management
l. Management of physical and environmental

security
m. System monitoring

Data produced by this monitoring activity can be
used to support subsequent actions. Companies that 
monitor their operations can decide whether a danger 
has manifested and, if so, what countermeasures should 
be implemented. 

2. What to measure?
Measurements are made to assess the efficacy and

assist in identifying areas that may require 
improvement. Each ISMS process, activity, control, and 
control group can be measured. Here are a few 
instances of ISMS procedures and activities that are 
subject to measurement: 

a. Planning
b. Leadership
c. Risk management
d. Management of policy
e. Resource management
f. Communicate
g. Management assessment
h. Documenting
i. Audits

The company’s information security control or
control group is the most reliable candidate for 
information security performance. 

3. When to monitor, measure, analyze and evaluate?
Depending on personal information requirements,

the necessary actions, and the data cycle supporting the 
required actions, businesses must create a timeline for 
monitoring, measuring, analyzing, and assessing their 
operations. Additionally, it is crucial to remember that 
before analysis and evaluation can begin, the right 
amount of data must be collected to serve as a 
foundation for judgment and comparison. Before the 
measurement data are relevant to the company, the 
monitoring, measuring, analyzing, and evaluating 
process also necessitates testing and modifications. The 
time that monitoring and data collecting would extend 
before analysis and evaluation can start must therefore 
be specified by corporations in any changes. 

4. Who will monitor, measure, analyze and evaluate?
The company must decide which persons or

positions will be responsible for the monitoring, 
measurement, analysis, and evaluation. Both manual 
and automated monitoring, measurement, analysis, and 
evaluation are possible. Companies can specify the 
following roles and duties concerning these 
measurements: 

a. Measurement clients: Information regarding the
effectiveness of the ISMS from other interested
parties that ask for it or need it.

b. Measurement planner: the person who defines a
measurement construct that relates measurable
attributes to specific information needs.

c. Measurement reviewer: the person who confirms
that the measurement constructs created are
appropriate for gauging the performance and
efficiency of the ISMS in terms of information
security.

d. Information owner: the person who owns the
information and provides input to the action.
Responsible for providing data and also responsible
for carrying out measurement activities.

e. Information collector: the individual responsible
for compiling, recording, and preserving
information.

f. Information analyst: the person responsible for
analyzing data.

g. Information communicator: the person in charge of
conveying or publicizing the analysis’s findings.

The following can be seen in ISO/IEC 27004 in 
mapping ISO/IEC 27001:2013, 9.1 requirements: 
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Fig. 3.  Mapping ISO/IEC 27001:2013, 9.1 Requirements 

V. CONCLUSION

Information security assessed using the FMEA process 
stages and measured by ISO/IEC 27004:2016 aims to 
determine the risks identified in the information system. 
Also, to measure the level of security of the information. 

According to the findings of the Failure Mode and Effect 
Analysis (FMEA) method, which is used as a tool for risk 
assessment of information security assets, 23 risks have 
been identified based on the results of the evaluation 
through the stages of the FMEA process and the 
consequences of each questionnaire sheet based on the level 
of severity. These risks include business processes, risk 
brainstorming, severity assessment, occurrence, detection, 
and acquisition of a Risk Priority Number (RPN). Likewise, 
information security measures are improved using the 
ISO/IEC 27004:2016 method. 
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≤ α

α

Sections Alpha KMO Bartlett’s Test No of items 

Workload 0.766 0.68 Chi-Square= 436.051 7

Sig.= 0.000

Role ambiguity 0.646 0.65 Chi-Square= 144.638 6

Sig.= 0.000

Role Conflict 0.726 0.67 Chi-Square= 357.062 6

Sig.= 0.000

Work-life balance 0.822 0.83 Chi-Square= 132.048 7

Sig.= 0.000

Model R R2 Adj R2 SE 

Workload .734
a 0.58 0.244 0.534

Role ambiguity .741
a 0.57 0.172 0.608

Role Conflict .723
a 0.52 0.258 0.532
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Model SC t p

B SE Beta

(Constant) 4.432 0.186 25.77 0

Workload -0.429 ..074 -0.542 -7.234 0

(Constant) 3.008 0.178 -0.267 17.88 0

Role ambiguity -0.234 0.078 -2.563 0.001

(Constant) 3.531 0.196 -0.416 23.56 0

Role Conflict -0.379 0.063 -6.145 0
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Capability of Inconel 718 Cladding on H-13 Tool 

steel by Cold Metal Transfer 
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Abstract – In this study, the effectiveness of Inconel 718's 

cold metal transfer (CMT) cladding on H13 tool steel was 

examined. The cladding layer featured an interdendritic 

zone with a fine cellular structure and a dendritic 

microstructure. Two test temperatures of low (239.80 

J/mm) and high  (319.73 J/mm) heat and its effects were 

investigated to closely look-alike design practice.  The 

CMT process  and the influence of the substrate condition 

on the substrate microstructure, cracking ability, dilution 

and hardness were studied. A successful coating of Inconel 

718 superalloy on H13 tool steel is described for a wide 

range of applications such as aerospace, chemical  and oil 

and gas. The findings showed that the H-13 tool steel 

substrate and Inconel 718 coating had excellent adhesion 

and dendritic structure with fine grain microstructure. 

The Austrian  welding equipment manufacturer Fronius 

CMT welding process was used with optimized current 

inputs of 115, 160, 190 and 218 A.  The study's findings 

offer a rationale for using the CMT technique to apply 

Inconel 718 cladding on H13 tool steel. 

Keyword: Cladding, Inconel 718 superalloy, H-13 Tool steel, 

Cold metal transfer,  characterization. 

INTRODUCTION 

A high-carbon steel called tool steel is employed in the 

manufacture of tools and dies as well as other applications that 

call for significant wear resistance, toughness, and strength. 

Even tool steel, meanwhile, has certain drawbacks that may 

impact how well it performs in some situations, such as low 

corrosion resistance [1]. Tool steel can be clad with a number 

of materials to increase its overall performance to solve this 

problem. A superalloy made of nickel called Inconel 718 is 

well-known for its superior mechanical characteristics, high 

temperature toughness, and strong resistance to corrosion. It 

is frequently used in high-temperature applications like as 

aerospace, oil and gas, and others because of its crucial 

resistance to high temperatures and stresses [2]. Inconel 718 

is a well-liked material for cladding and covering over other 

materials because of its excellent weldability. 

The high-performance tool steel H-13, on the other hand, is 

frequently employed in the industrial sector because to its 

superior toughness, hardness, and resistance to wear and 

abrasion [3]. It is frequently used in hot work processes like 

forging and die casting because of its crucial ability to 

maintain strength and hardness at extreme heat. H-13 tool 

steel is a well-liked material for producing intricate tooling 

components because of its excellent machinability and 

weldability. A coating of one material is adhered to another 

during the cladding process, usually to enhance specific 

qualities of the underlying material. Tool steel can benefit 

from cladding to increase its corrosion resistance as well as 

other qualities like hardness and wear resistance [4]. 

Stainless steel is one material that is frequently used to clad 

tool steel. In locations where corrosion is a problem, stainless 

steel, which is extremely corrosion-resistant, can help shield 

the tool steel from harm. Additional materials that can be used 

to clad tool steel include titanium, nickel alloys, and tungsten 

carbide. Many techniques, including as hot rolling, explosive 

bonding, and welding, can be used to apply cladding. 

Depending on the requirements and the individual 

application, each approach has pros and cons. The two 

materials are heated before being rolled together under 

pressure in the process known as "hot rolling," which results 

in a solid connection between the two materials. Using 

explosive charges to join the two materials together might 

result in an extremely strong connection. When two materials 

are melted together during welding, a very strong connection 

can be formed, but thermal stress may also be introduced, 

which may change the way the materials behave [5]. 

Tool steel characteristics can be improved through cladding, 

especially in settings where corrosion is a problem. Tool steel 

may be made more robust and long-lasting by coating it with 

a corrosion-resistant substance, which can enhance its 

performance and lessen the need for repeated replacements or 

repairs [6]. It is very efficient to improve the characteristics 

and performance of the tool steel substrate by cladding 

Inconel onto it. For the procedure to produce a solid 

metallurgical connection between the two materials, careful 

consideration of welding conditions and suitable welding 

techniques are necessary. The resultant clad tool steel is an 

excellent option for a variety of applications because to its 

superior resistance to corrosion, high temperatures, wear, and 

erosion [7]. 

The paper presents investigation of the microstructural and 

geometrical properties of nickel-base INCONEL 718 

superalloy cold metal transfer (CMT) clads on H13 steel via 

the cold metal transfer concept is presented in the article. 

Several samples' microstructures and phase compositions 
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were examined. Also, each cladd's hardness and wear 

characteristics were looked at. Two testing temperatures of 

low (239.80 J/mm) and high heat (319.73 J/mm) input and its 

effects were examined in order to accurately mimic 

engineering practice. At both room temperature and an 

InterPass temperature of 200 °C, clad were deposited on the 

H13 substrate. The CMT process has been investigated, and 

the impact of substrate condition on the substrate's 

microstructure, cracking propensity, dilution, and hardness 

has been investigated. The successful cladding of Inconel 718 

superalloy on H13 tool steel is described. 

CLADDING OF INCONEL ON TOOL STEEL 

Inconel is a family of nickel-based alloys that are highly 

resistant to corrosion, high temperatures, and mechanical 

stress, making it an ideal choice for various applications, 

including aerospace, chemical processing, and oil and gas 

industries. Tool steel, on the other hand, is a high-carbon, 

high-chromium alloy steel that is frequently used to make 

cutting tools. The Inconel is generally melted and deposited 

onto the tool steel substrate using a welding technique like gas 

tungsten arc welding (GTAW) or plasma arc welding (PAW). 

Making ensuring that the two materials have a solid 

metallurgical link is essential for a successful cladding 

operation [8]. The right welding parameters, such as welding 

speed, heat input, and shielding gas composition, are used to 

achieve this. To avoid oxidation and guarantee a clean weld, 

welding is often done in an inert environment. 

There are several advantages to Inconel being clad on tool 

steel. The tool steel substrate's corrosion resistance and high-

temperature strength are improved first. Second, it offers a 

surface that is resistant to abrasive and erosive wear. Lastly, 

by lessening the propensity of the cutting tool to chip or break, 

it can enhance the machinability of the tool steel. Last but not 

least, it can lengthen the tool steel's useful life, lowering the 

frequency of replacement and downtime [9]. Yan et al. (2018) 

used laser cladding technology to examine the microstructure 

and mechanical characteristics of Inconel 718 cladding on H-

13 tool steel. The findings demonstrated that the H-13 tool 

steel substrate and Inconel 718 cladding displayed an 

excellent bonding and dendritic structure with fine-grained 

microstructure [10]. Moreover, the cladding had good 

mechanical qualities, such as high hardness and tensile 

strength. 

Inconel 718 was deposited on H-13 tool steel using laser 

cladding technology by Zhang and Liou (2019), who then 

assessed the composite material's wear resistance [11]. The 

outcomes demonstrated that the H-13 tool steel substrate's 

wear resistance was greatly increased by the Inconel 718 

cladding, especially under high-temperature and high-stress 

circumstances. According to Narasimharaju et al. (2022), a 

gas tungsten arc welding (GTAW) procedure was used to 

deposit Inconel 718 on H-13 tool steel. The resultant 

composite material's microstructure, mechanical 

characteristics, and corrosion resistance were assessed [12]. 

According to the findings, the Inconel 718 cladding 

demonstrated strong adhesion to the H-13 tool steel substrate 

and enhanced the material's mechanical capabilities. 

Nevertheless, compared to pure Inconel 718, the cladding's 

corrosion resistance was a little bit lower [13]. 

Yang et al. (2019) looked at how mild steel clad layers' bead 

shape and microstructure were affected by CMT welding 

settings. The study's findings revealed that although raising 

the pulse frequency produced a finer microstructure, 

increasing the welding current and wire feed speed produced 

wider and taller bead dimensions [14]. Compared to 

traditional MIG (Metal Inert Gas) welding, the CMT weld 

created a smaller heat-affected zone and a finer 

microstructure, according to the researchers. Moreover, the 

CMT weld was more ductile and stronger [15]. Lin et al. 

(2021) looked at how CMT overlay cladding affected AISI 

316L stainless steel's ability to resist corrosion. As compared 

to traditional TIG (Tungsten Inert Gas) overlay cladding, the 

researchers discovered that the CMT overlay cladding had a 

finer microstructure and greater corrosion resistance [16]. 

Better wear resistance was also a feature of the CMT overlay 

cladding. 

The tensile characteristics of Inconel 718 were examined at 

temperatures ranging from 0°C to 700°C. According to the 

study, Inconel 718's yield strength, tensile strength, and 

elongation all decrease as temperature rises. After hot 

isostatic pressing [17]. Kirka et al. (2017) examined the 

microstructure and mechanical characteristics of Inconel 718. 

(HIP). According to the study, Inconel 718's microstructure 

and mechanical characteristics were greatly enhanced by the 

HIP process [18]. In simulated maritime conditions, 

examination of the corrosion behavior of Inconel 718 was 

explored. According to the study, Inconel 718 demonstrated 

outstanding corrosion resistance in saltwater because a 

shielding oxide coating formed on the surface. After heat 

treatment [19]. The mechanical characteristics of H-13 tool 

steel discovered that heat treatment considerably enhanced 

the hardness and wear resistance of H-13 tool steel [20]. The 

mechanical characteristics and microstructure of Inconel 718 

after hot forging demonstrated that the material's mechanical 

characteristics were greatly enhanced by the hot forging 

process [21]. The impact of heat treatment on the 

microstructure and mechanical characteristics of H13 tool 

steel demonstrated that heat treatment enhanced the material's 

hardness and toughness [22]. The fatigue crack development 

characteristics of H13 tool steel and Inconel 718 

demonstrated that Inconel 718 had a larger fracture growth 

rate than H13 tool steel, and that both materials' crack growth 

rates reduced when the load was increased [23]. 

According to the tests, Inconel 718 cladding on H-13 tool 

steel can greatly enhance the material's mechanical and wear 

characteristics, especially when applied utilizing laser 

cladding technique. To optimize the processing variables and 
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completely comprehend the corrosion behavior of the final 

composite material, however, more study is required. The 

findings indicate that CMT welding, as opposed to traditional 

welding methods, may generate high-quality welds with 

enhanced microstructure and mechanical characteristics, 

leading to superior cladding performance. To completely 

comprehend the impact of CMT welding on cladding 

performance for a larger variety of materials and welding 

settings, additional study is necessary. 

METHODOLOGY OF CLADDING OF INCONEL 

To create a high-quality overlay with the appropriate 

characteristics and performance when cladding Inconel over 

tool steel, precise surface preparation, welding conditions, 

and post-weld treatment are all necessary. The tool steel 

substrate is covered with a metallurgically bonded layer of 

Inconel thanks to the cladding process, which includes 

melting the Inconel material and depositing it onto its surface. 

Figure I illustrates the experimentation's set-up. In the early 

2000s, the Austrian producer of welding equipment Fronius 

created the Cold Metal Transfer (CMT) welding process, a 

relatively new welding method. A unique wire feeding 

mechanism and pulsed current are used in this gas metal arc 

welding (GMAW) procedure to fuse two metal components 

together. Low heat input, less spatter, and thorough weld bead 

control are the hallmarks of the CMT welding process. 

Fronius TPS/I CMT welding machine (Fronius International 

GMBH, Wels, Austria) was used to deposit the cladding on to 

the substrate at current inputs of 115, 160, 190 and 218 A. The 

CMT Synergetic power source is designed to automatically 

fixes the other welding parameters (wire feed rate, pulse 

frequency and arc voltage), once the current input is set. A 

short circuit is made between the electrode and the workpiece 

by putting a thin wire electrode into the weld pool at a low 

current during the CMT welding process. The wire is 

subsequently pushed away from the workpiece by the short 

circuit, breaking the circuit and halting the current flow. The 

weld bead is created by the fast repetition of this operation, 

which results in numerous tiny droplets of molten metal being 

deposited onto the workpiece. The CMT welding method 

decreases the danger of deformation and eliminates the 

production of fractures and faults in the welded connection, 

making it particularly beneficial for combining thin materials 

and dissimilar metals. Because it uses less energy and 

consumables than other welding processes like gas tungsten 

arc welding (GTAW) and gas metal arc welding, it is also a 

reasonably inexpensive procedure (GMAW). Several 

industries, including those in the automotive, aerospace, and 

electronics sectors, have found extensive use for the CMT 

welding method. 

H13 steel was used as the experiment's primary material. The 

base metal H-13 Tool Steel  in the form of a disc of 8 mm 

thickness and 150 mm diameter. The ElvaX ProSpector XRF 

Analyzer, which has a detection range of Cl (Z=17) to U 

(Z=92) and the ability to detect light elements from Mg 

(Z=12) to S (Z=16), is used to record the composition of the 

material. Fe (92.42 0.19%), Cr (4.84 0.17%), Mo (1.48 

0.03%), V (0.89 0.24%), Mn (0.19 0.19%), and Ni (0.18 

0.20%) made up the reported composition of H13 steel. 

Figure II displays the Inconel 718 superalloy's chemical 

composition. The CMT machine arrangement used for the 

experimental studies was mechanical, with several parametric 

parameters. Where, WFS is wire feed speed in m/ min, TS is 

travel or clad speed in mm/ sec, SOD is stand-off-distance 

(SOD) in mm, Current is selected in A to automatically fixes 

the other welding parameters (wire feed rate, pulse frequency 

and arc voltage), Voltage  is selected in V with little 

variations, the Power in W is calculated from Pulsed + DC 

highest average power, and the dilution at 28%. The CMT 

coldest process has a dilution of 3% that is low and fusion 

might not be adequate. Welding power of CMT was not high 

enough to produce a good quality cladding, the weld beads 

remained quite narrow and not enough wettability. The power 

(P) is considered as product of Current (I) × Voltage(V). The

heat input in J/mm and calculated as Power/ TS. The heat

transfer efficiency is considered as 0.85.

Based on the parameters employed during synergic CMT 

welding, the wire feed speed appeared to be directly 

proportional to heat input, which subsequently affected the 

size and form of the weld beads and the degree of dilution of 

the weld metal with the substrate when other parameters were 

held constant. Also, the contact angle between the weld bead 

and the substrate has a substantial impact on how simple it is 

to add additional subsequent weld passes for material build-

up. The outcome shown that it becomes more challenging to 

add additional passes to existing clads the closer the contact 

angle is approaching 90. A contact angle greater than 115 

seems to make adding more passes easier. The results of this 

work demonstrated that the relatively new CMT process, 

when combined with the selection of appropriate welding 

parameters, is helpful for repair build-up of affected areas of 

worn-out and service-damaged components of gas turbines 

and other high-temperature machinery made of nickel-base 

superalloys. 

RESULTS AND DISCUSSIONS 

The experiment's findings on the performance of the cladding 

layer and the impact of the CMT welding technique on the 

cladding performance involved coating Inconel 718 on H-13 

tool steel using cold metal transfer (CMT). The outcomes are 

discussed for the microstructural characteristics of the Inconel 

718 cladding layer created by CMT welding on H-13 tool 

steel. In addition, the best parametric settings during cold 

metal transfer of cladded Inconel 718 on H-13 Tool steel. In 

Figure III, the outcomes of experimental experiments are 

displayed. It displays six different types of clad beads that 

were placed using a CMT setup on a substrate. The CMT 

parameters specified in Table I were applied to all of the 

samples. The interlayer scanning routes were parallel to one 
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another throughout the experiment, and the overlap ratio was 

around 40%. For each layer, the scanning direction was 

rotated to create samples that were nearly defect-free, had a 

smooth surface, and were of high quality, as illustrated in 

Figure IV. The typical macrostructure depicts at 100X-

magnification optical picture of the cross section of deposited 

clad on H13 steel and is for high heat input (319.73 J/mm). 

For the dissimilar metal clad, the interface layer at the H-13, 

Inconel and Inconel layer 1 with Inconel layer2, etc. was 

better with appropriate heights of the clad. Two Beads were 

selected for cladding by visual inspection and depending upon 

the Heat Input (J/mm) based on the process parameters 

observations as shown in Table II.  The deposited sample is 

flawless, and the CMT scanning route is clearly apparent. The 

manufacturing procedure was done in an argon environment 

to stop the sample from oxidizing throughout the 

accumulation process. Last but not least, the sample's 

measurements were mm3. Each sample was chopped into a 

variety of sizes and shapes using a wire electric discharge 

machine for convenience. 

Table I: Experimental parameters for CMT cladding 

Run 
Order 

WFS 

(m/ 
min) 

TS  

(mm/ 
sec) 

SOD 
(mm) 

Current 
(A) 

Volt

age 
(V) 

Power 
(W) 

Heat 

Input 
(J/mm) 

1 4 4 8 115 13 1495 186.88 

5 4 6 10 115 13 1495 124.58 

9 4 8 12 115 13 1495 93.44 

13 4 10 14 115 13 1495 74.75 

7 6 4 10 160 13.8 2208 276.00 

2 6 6 8 160 13.8 2208 184.00 

14 6 8 14 160 13.8 2208 138.00 

10 6 10 12 160 13.8 2208 110.40 

11 8 4 12 190 16.1 3059 382.38 

15 8 6 14 190 16.1 3059 254.92 

3 8 8 8 190 16.1 3059 191.19 

6 8 10 10 190 16.1 3059 152.95 

16 10 4 14 218 17.6 3836.8 479.60 

12 10 6 12 218 17.6 3836.8 319.73 

8 10 8 10 218 17.6 3836.8 239.80 

4 10 10 8 218 17.6 3836.8 191.84 

Table II: Process parameters for low and high heat input. 

Bead thick (cm) WFS TS SOD A V W 

0.372 10 8 10 218 17.6 3836.8 

0.440 10 6 12 218 17.6 3836.8 

The macrostructure in Figure V is for low heat input (239.80 

J/mm). The cold metal transfer cladding technique, the 

substrate H-13, Inconel clad, cladding parameters will all 

have an impact on the average primary dendritic length in a 

the cladded microstructure at a low heat input. The clad at low 

heat input of  239.80 J/mm produced finer microstructures 

with shorter dendritic lengths. This is due to the fact that a 

lower heat input causes solidification to occur more quickly 

and with a smaller solidification front, which in turn produces 

a finer microstructure with shorter dendritic lengths. The 

average primary dendritic length (μm) at low heat input is 

observed as 30.15, 32.709, 20.612, 31.45, 37.87, 25.803, 

23.885, 27.408, 18.463, 18.366. The mean of the length is 

26.672 μm and standard deviation as 6.489 μm. The range of 

the height was 37.87 - 18.399 = 19.471 μm. 

The samples are cut through Wire electric discharge machine 

For average cladded surface height and distortion in the 

cladded surface. The cutouts of low heat a and high heat 

sample are shown in Figure VI and VII, respectively. In the 

clad region, there is a chance of macrostructure distortion. It 

is due to the fact that the metal expands and contracts as the 

clad region warms up and cools down. These expansion and 

contraction affect the microstructure if they are not consistent. 

The uneven heating and cooling of the clad region results in 

residual strains in the interface of H-13 and Inconel. The 

deformation of the macrostructure may also be influenced by 

these stresses. The heat input alter the microstructure, causing 

phase transitions that result in deformation. The distortion in 

the cut sample is shown in Figure VIII. The distortion for  low 

heat input clad is with angle of distortion at side A is 2.27⁰ 

and angle of distortion at side B is 3.53⁰. The length of 

distortion at side A is 0.118 cm and length of distortion at B 

side is 0.247 cm . On the other hand for high heat input the 

distortion in clad is with angle of distortion at side A is 4.08⁰ 

and angle of distortion at side B is 2.95⁰. The length of 

distortion at side A is 0.394 cm and length of distortion at B 

side is 0.233 cm. 

The low heat input of J/mm in welding result in a finer 

microstructure with smaller grain size, which can improve the 

strength and toughness of the clad. The bead dimensions, on 

the other hand, is narrower and shallower compared to those 

produced with a higher heat input. The bead dimensions for 

low and high input are shown in Figure IX, respectively. The 

average height of the cladded surface in cm at low heat input 

is observed as 0.589, 0.294, 0.412, 0.373, 0.471, 0.471, 0.53, 

0.53, 0.471, 0.452, 0.393, 0.314. The mean of the height is 

0.442 cm and standard deviation as 0.088 cm. The range of 

the height was 0.589 - 0.294 = 0.295 cm. Whereas the average 

height of the cladded surface at high heat input is observed as 

0.607, 0.36, 0.442, 0.517, 0.555, 0.585, 0.532, 0.562, 0.574, 

0.551, 0.472, 0.36. The mean of the height is 0.51 cm and 

standard deviation as 0.084 cm. The range of the height was 

0.607 – 0.36  = 0.247 cm. 
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The experimental work resulted some of the defects at the 

interface of two dissimilar materials H13 and Inconel super 

alloy. The defects of blow holes and defects due to manual 

error were common and shown in Figure X. The clad defects 

observed at microstructural level was blowholes form in the 

clad during solidification. The blow holes were eliminated by 

lowering the cladding speed and increasing the shielding gas 

coverage and optimizing other parameters such as current, 

and voltage. In addition, the manual errors also contribute to 

defects in the clad due to improper torch angle and improper 

electrode placement. Due to cold metal transfer the cladded 

tool specimen does not need heat treatment following overlay 

cladding in order to reduce any remaining tensions and 

improve the overlay's properties, such as hardness and wear 

resistance. Moreover, by using the CMT claddingng method 

to deposit the Inconel 718 cladding layer, it is possible to 

enhance the performance of H-13 Tool steel with less 

distortion and cladding joint flaws.  

To ensure that the Inconel overlay adheres well, the tool steel 

substrate needs to be cleaned and ready for cladding. To 

eliminate any oxide layer and provide a rough surface for 

improved bonding, the tool steel surface should first be 

cleaned with a degreaser. Many welding methods, including 

TIG welding, plasma welding, and laser welding, can be used 

to clad Inconel on tool steel. The precise requirements of the 

application, such as the required overlay quality and the tool 

steel's material qualities, will determine the choice of cladding 

procedure. The choice of Inconel material will be based on 

the application's particular needs, including the required 

characteristics of the overlay, such as resistance to corrosion, 

wear, and high temperatures. Using the chosen welding 

procedure, the Inconel material is melted and deposited onto 

the tool steel's surface. To guarantee a high-quality overlay 

with strong adhesion and little distortion, welding process 

factors including current, voltage, and travel speed must be 

properly managed. 

CONCLUSIONS 

Microstructural analysis, mechanical testing, and process 

optimization may all be used to assess the performance of 

Inconel 718 cladding on H-13 tool steel via cold metal 

transfer. The following conclusions may be drawn from the 

work: 

1) The CMT technique was shown to be suitable for low-

dilution cladding of Inconel 718 superalloy, with the

capacity to generate defect-free clads, and it has a lot of

promise to be employed as an alloy repair method.

According to a microstructural analysis, all cladded

completely bonded the clads to the substrate and showed

no signs of porosity or cracking.

2) An optimized low heat input of 239.80 J/mm energy was

measured in the first and subsequent layers, confirming

the CMT process's minimal heat input feature and its

viability for usage in low dilution cladding situations 

where traditional arc welding techniques cannot be 

employed. 

3) In order to assess the strength of the connection and the

existence of any flaws or cracks, the microstructure and

composition of the clad layer may be examined under

high optical resolutions. It helped to access the

mechanical qualities of the substrate material; the results

of these tests may be compared to the mechanical

characteristics of the original H-13 tool steel.

4) Experiments may also be used to optimize the cold metal

transfer process's process parameters, which will enhance

the Inconel 718 cladding's quality and functionality. To

get the desired results, variables like current, voltage,

wire feed speed, travel or clad speed, stand-off-distance.

5) The temperature difference between the substrate and the

clad was discovered to be a risk factor for under bead

cracking during deposition. The production of brittle

martensite upon fast cooling is avoided to form high

tensile residual stresses at the bottom of the bead, and

thus there were no sign of breaking in the heat affected

zone (HAZ).

6) The microstructure and microhardness variations along

the depth of the HAZ were examined layer by layer to

better understand the cracking propensity, reduction of

manual errors and blow holes.
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FIGURE I 

Experimental setup for cladding using CMT 

FIGURE II 

Material composition for Inconel 718 used for cladding 
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FIGURE III 

Experimental trials and selection of optimum bead 

FIGURE IV 

Interface of layers at high heat input 

FIGURE V 

Grain structure at low heat input 

FIGURE VI 

low heat clad sample cutting 

FIGURE VII 

High heat clad sample cutting 

FIGURE VIII 

Distortion in the cut sample 

FIGURE IX 

Bead dimensions for low and high heat inputs, respectively 

FIGURE X 

Defects at the interface on two dissimilar materials 
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Abstract
Fall is one of the worst possible things that can happen to older individuals. The creation of fall detection systems is
urgently needed due to the ageing population that is constantly expanding. Fall detection system (FDS) based on
Machine Learning (ML)approach has emerged as a significant investigated area because of its ability to
automatically aid the elderly people. The capability of a Fall detection system to differentiate between the
occurrence of fall & non-fall events precisely will determine how effective the system is. In this paper we have done
the literature survey on fall detection systems using the machine learning algorithms and suggested the most
effective method which has the best accuracy and low false alarm rate. While comparing the results of different
classification methods like Support Vector Machine (SVM), K-Nearest Neighbour (KNN), Random Forest. We have
analysed that SVM has the greatest accuracy of 97% which is much higher than 90% of KNN and 93% of Random
Forest. SVM also has the lowest false alarm rate, demonstrating that it can efficiently distinguish between the
various classes with the fewest possible faults.
Keywords: ML, FDS, SVM, KNN.

1.Introduction

Falls that result in death or injury are more
likely to happen to elderly adults [1]. Each
year, more than one-third of the elderly
population falls, which can cause dread and
a loss of independence. The demand for
healthcare systems is likewise rising as the
older population grows [2]. Around 646
thousand fatal falls occur every year
worldwide, with seniors over 65 accounting
for the majority of victims, as per World
Health Organization (WHO, 2018). This
places it second behind road traffic injuries
in terms of unintentional injury deaths. Falls
in elderly are a major public health issue
worldwide. It goes without saying that the
injuries that older people sustain from falls
have a significant negative impact not just
only on the healthcare institutions and
society as large, but also their families.
Elderly persons cannot be watched over
continuously, either at home or in a nursing
home. If an elderly person

is critically hurt by a fall, they cannot warn
anyone [3]. Falls happen when someone
loses their equilibrium owing to an
unanticipated slide while turning, bending,
etc. [4]. Along with the elderly, youngsters,
employees, and patients with vision
impairments also experience falls. Falls are
caused by intrinsic and extrinsic sources,
respectively. Ageing, decreased mobility,
vision issues, imbalance brought on by
diseases, etc. are some of the intrinsic
causes. The extraneous factors are poor
lighting, loose carpets, slippery bathrooms,
hindrance on the path, etc. [5]. The creation
of fall detection systems is urgently needed
due to the ageing population that is
constantly expanding. The three types of fall
detection systems are ambience-based
devices, wearable-based devices, and
camera-based systems. The ensuing devices
are : microphone, PIR, Doppler, pressure,
and accelerometer sensors are used by
ambient devices placed around a space to
detect falls. This approach has the benefits
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of being inexpensive and non-intrusive, but
it also has drawbacks, such as its limited
accuracy range and environmental
considerations [2]. Cameras are used by
computer vision to monitor user movement.
When a user stays idle for an elongated
period of time, a fall may be noticed [1].
The system has the advantages of being less
intrusive and being able to identify
numerous events at once [2]. The following
sensors are found in wearable devices that
are attached to the user: an accelerometer
and a gyroscope. These gadgets have the
benefits of being portable, affordable, and
simple to use [1,2]. In accordance with their
ability to distinguish between non-falls and
falls, machine learning-based techniques
have been applied in FDS [6,7,8]. For the
purpose of detecting falls, supervised
models in machine learning such as random
forests, support vector machines, hidden
Markov models, and K-nearest neighbours
are frequently utilized. In this article, we
undertake a literature review of research on
machine learning algorithms for detecting
geriatric falls and propose the most effective

Fig1 - A general fall detection modelmethod.

Figure 1 shows the general fall detection
system model.

2. Related Work

The DLR (German Aerospace Center)
dataset [9] was generated as part of a fall
detection research study involving inertial
measurement units (IMUs). Data from an
IMU worn on the waist of 16 people of
multiple age groups ( 6 females and 5 males
) were included in the collection (extending
from 23 to 50 years old). The participants
were involved in activities like walking,
sprinting, sitting, reclining, standing, falling,
and leaping.

The SDU Fall [10] dataset, generated using
a Kinect camera, contains information on
five everyday activities and falls performed
by ten young men and women. Carrying or
not carrying of something, turning off/on a
light, and changing location and orientation
relative to the camera were all mimicked
activities performed by the participants. It
should be noted that this dataset was once
available to the public but is no longer.

Zhang et al. [11] demonstrated two different
datasets gathered concurrently with two
Kinect cameras from two different
viewpoints. The former dataset (EDF)
includes data on 10 people who completed
two falls in each of the eight orientations in
each viewpoint, as well as five different
behaviours that may be related to falling
(e.g., picking up objects, occupying a sitting
position on the floor, laying, holding a plank
position). There are also hybrid systems that
detect falls by combining wearable sensors
with video cameras. These systems can
combine data from sensors and cameras to
improve fall detection accuracy.

The UR’s (University of Rzeszow) dataset
on fall detection[12] was created using a
Bluetooth-connected IMU inertial device
and two USB-connected Kinects. The
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dataset contains information on 70 falls and
ADL (Activity of Daily Life) sequences
performed by five participants in typical
rooms. The dataset contains two types of
falls: falls while standing and falls when
seated on a chair. Depth and RGB image
sequences from two cameras, as well as raw
accelerometer data, are included in the
collection. The authors of the dataset used a
threshold-based fall detection method,
which involves setting a threshold on a
relevant metric (such as acceleration or
rotational velocity) and giving a fall warning
if the threshold is surpassed. This is a
frequent strategy for fall detection utilising
inertial sensors since it allows for relatively
simple and quick fall detection. This dataset
may be beneficial for researchers exploring
fall detection using IMUs and Kinect
cameras because it contains a variety of data
on falls and ADL in various contexts. The
dataset only covers two types of falls
(standing and seated) and may not be typical
of all forms of falls.

Overall, machine learning has the potential
to deliver a reliable and cost-effective
solution for fall detection, particularly in
contexts where having a human observer
present at all times is impractical. This is
due to the fact that falls can occur in a wide
range of settings and conditions, and the ML
model must be capable of recognizing a
large range of fall patterns. Using wearable
sensors, video data, and pressure mat data,
among other data paradigms. More study is
required to improve the competency of these
ML models and assess their efficacy in
real-world scenarios.

3. Methodology

We present a prototype for classifying
videos using machine learning techniques.
We fetched a dataset from GitHub and

implemented the prototype in Python. We
worked upon different Machine Learning
classification algorithms and trained the
model using SVM, random forest, KNN,
and algorithms and tested it on a variety of
images and videos. Our analysis, using the
metrics package of scikit-learn, showed that
SVM achieved the highest accuracy among
the three algorithms.

We obtained a dataset of videos from
GitHub and implemented a prototype for our
video classification system in Python. Fig-2
shows the implemented research
methodology. We implemented the
scikit-learn python library to train our ML
model using the three algorithms mentioned
above. We then tested the prototype on a
variety of videos and used the metrics
package of scikit-learn to analyse the results.

Our prototype for classifying human poses
is based on the Coordinates of the shoulder,
hip, and knees. We used PoseNet, a machine
learning model for estimating human poses
in images and videos, to detect these
coordinates in a dataset of images. We then
trained a machine learning model using
KNN, SVM, and random forest algorithms
and tested it on a set of images. Our analysis
showed that the SVM algorithm achieved
the highest accuracy among the three
algorithms.

We obtained a dataset of images featuring
humans in various poses and used PoseNet
to detect the positions of the shoulder, hip,
and knees. We then trained a machine
learning model using these positions as
features and the three algorithms mentioned
above. We tested the model on a set of
images and used various metrics to analyse
the results.
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Fig. 2- Research Methodology

3. Prototype

In our project, we use machine learning to
analyse the likelihood of a fall based on the
hip, knee, and shoulder coordinates of an
individual. We have trained a machine
learning model on a dataset of falls and
non-falls, and the model is able to predict
the likelihood of a fall based on the positions
of the hip, knee, and shoulder.

The project takes the hip, knee, and
shoulder coordinates as input and produces a
probability score indicating the likelihood of

a fall. The output of the project is shown in
the following screenshots, which illustrate
the input coordinates and the corresponding
probability scores:

Fig. 3- Output Screenshot

As observed in the Fig.-3, the project is able to
accurately predict the likelihood of a fall based
on the hip, knee, and shoulder coordinates. This
is an important application of machine learning
in the field of healthcare, as it has the potential
to alert caregivers and prevent falls in at-risk
individuals.

4. Modelling and analysis

Kernel density estimation (KDE) graphs are
widely used to visualise the distribution of data
in multidimensional space. In this paper, we
present a KDE graph of knee, hip, and shoulder
joint coordinates. The graph shows the density
of the data as a smooth surface, with lines
representing the coordinates of the joints. We
also analyse the peak values of the KDE graph
and discuss their significance

Fig. 4- Fall Probability Density Graph
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In Fig. 4 The x-axis of the graph represents the range
of coordinates for each joint, while the y-axis
represents the density of the data. The peak of the
graph represents the coordinate at which most falls
occurred.By examining the area under the curve
within a given range of coordinates, we can
determine the probability of a fall occurring when the
joint coordinates lie in that range. This analysis
provides valuable insights into the relationship
between joint motion and falls, which can inform the
development of fall prevention strategies and
interventions.

recall precision support f1-score

0 (Non-Fall) 0.95 0.91 19 0.97

1(Fall) 0.96 0.95 21 0.98

Accuracy 40 0.97

Macro Avg 0.97 0.98 40 0.97

Weighted Avg 0.97 0 40 0.97

Table 1- SVM SkLearn Metrics

recall precision support f1-score

0 (Non-Fall) 0.89 0.89 19 0.89

1(Fall) 0.90 0.90 21 0.90

Accuracy 40 0.90

Macro Avg 0.90 0.90 40 0.90

Weighted Avg 0.90 0.90 40 0.90

Table 2- KNN SkLearn Metrics

recall precision support f1-score

0 (Non-Fall) 0.95 0.86 19 0.93

1(Fall) 0.86 0.96 21 0.92

Accuracy 40 0.93

Macro Avg 0.93 0.93 40 0.92

Weighted Avg 0.93 0.94 40 0.92

Table 3- Random Forest SkLearn Metrics

The metrics for accuracy, precision, recall, and F1
score were calculated using sklearn and presented
in Tables 1, 2, and 3 of this research paper. These
tables provide a detailed breakdown of the
execution of the machine learning models
evaluated by this study. By presenting these
metrics in a clear and organised manner, we can
better understand the strengths and weaknesses of
each model and make informed decisions about
their use in real-world applications.

5. Conclusion and results

Based on our analysis, we have found that support
vector machines (SVM) show the highest accuracy
among the algorithms we have analysed. In
addition, SVM also shows the lowest false alarm
rate, indicating that it is able to effectively
distinguish between the different classes with a
minimal number of errors.

A KDE density function graph of knee vs hip
coordinates in fall detection with a blue line
showing falls and a red line showing non-falls
displays the distribution of data points collected
from sensors measuring the position of the knee
and hip during falls and non-falls. The blue line
represents the denseness of points during falls,
while the red line represents the density of points
during non-falls. By analysing the pattern and
density of points, machine learning algorithms can
be trained to distinguish falls from non-falls based
on the position of the knee and hip. The blue and
red lines can help visualise the separation of data
points, aiding in the detection and classification of
falls.

Overall, our results indicate that SVM is a
favourable algorithm for the task at hand and may
be well-suited for applications where accuracy and
low false alarm rate are critical. Further work could
involve exploring other algorithms and
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incorporating additional features to further improve
the performance of the model.
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Abstract 

Individual client buying preferences are 

a primary driving element in today’s 

market. As customers’ attention spans 

shrink and their experience with a wide 

range of marketing strategies expands, it 

becomes increasingly difficult to 

stimulate customers’ curiosity about a 

specific product and highlight its unique 

characteristics compared to the available 

substitutes.

Fortunately, augmented reality (AR) 

technology is assisting brands in 

keeping up with the ever-changing 

interests and desires of consumers. 

With the arrival of AR, conventional 

marketing approaches are being 

transformed, helping to capture 

consumers’ attention. AR is quickly 

emerging as a new and distinct 

product experience & advertising 

medium for business-to-consumer 

(B2C) interaction, transforming buyers’ 

experiences.AR arrangements permit 

customers to envision their items 

continuously, from the comfort of their 

place and it may play a major role in 

the industrial revolution with a 

specialization area. 

This paper is a dense abstract of the 

broadest parts of elective innovation 

dependent on AR collaborations that 

avoids the utilization of physical 

interaction with the product. The 

association of augmented reality in 

developing customer brand 

engagement and purchase intention 

is the most highlighted element of 

this study. The purpose of the study is 

to explore the impact of augmented 

reality on the creation of customer 

brand engagement and purchase 

intention. 

The purpose of this paper is to provide 
a better understanding and an 
exhaustive review, of the current state 
and challenges of AR implementation 
in a different sector, addressing the 
concern of accessibility and 
affordability. 

In this paper, a new approach for 
implementing an Augmented Reality 
system by applying fuzzy genetic 
neural networks has also been studied. 
It consists of two components namely 
feature selection and classification 
modules. For feature detection, 
extraction and selection, the proposed 
model uses a fuzzy logic-based 
incremental feature selection 
algorithm which has been proposed in 
order to recognize the important 
features from 3D images. 

We have conducted a systematic 

Literature review approach to gather, 
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scrutinize, and synthesis the 

observations and data about A R 

implementation as past articles 

published on the different platforms 

form between 2010 and 2021. We 

grouped the studied papers basis the 

independent variables to define how 

the subject has been addressed so 

far. 

Key Words: Augmented Reality, 
Purchase Intention, E-commerce, 
Technology, Fuzzy logic 

Introduction 

In today’s business competitive 

environment, organizations are 

striving to discover innovative ideas in 

order to support and promote their 

offerings. In spite of the undeniable 

fact of traditional marketing promotes 

a product, it has gradually failed in 

meeting the requirements of the 

present markets. Particularly, the 

extension in the number of internet 

users together with the increase in 

literacy levels have brought constant 

change for marketers in the digital era 

with customers moving away from 

traditional media to digital media 

(Singh & Pandey, 2014). Traditional 

media has suffered a great deal of loss 

due to a lack of interest and resulted 

in a decrease in brand equity along 

with purchase intention (Kenyon & 

Sen, 2012). 

Today’s era demands digital 

advertising in order to promote and 

make customers aware of companies’ 

offerings along with cost-effectiveness. 

Marketers are diverting their 

promotional endeavors from product 

features and advantages to 

concentrating on the customer. 

Currently, marketing channels are 

required to offer something beyond a 

single way of communication, at the 

same time creating valuable and 

customer-specific data. 

Augmented reality (AR) has been 

developed as an interactive tool in the 

marketing context with an increased 

set of use in retailing with the 

development of smart device 

applications. Augmented reality has the 

ability to cover the physical 

environment with virtual features i.e. 

images and information capable to 

interact with the physical environment 

in real-time that provide further new 

opportunities for content delivery to 

consumers. Augmented reality, as a 

result, has the ability to modify 

consumer activities which includes 

product and information searches 

(Javornik, 2016). As the use of 
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augmented reality has increased in the 

past few years, a need exists to better 

understand its applications in 

consumer psychology. The current 

study intends to provide an insight 

into consumer psychology under the 

light of augmented reality with media 

characteristics i.e. by the use of 

technology. 

According to Research and Markets, 

the total market size of AR in India is 

expected to advance at a CAGR of 

38.29% to US$ 14.07 billion by 2027, 

driven by increased smartphone 

penetration and widespread internet 

connectivity, and this trend is 

expected to continue. As of 2021, 

India had 1.2 billion mobile 

subscribers, of which 750 million were 

smartphone users. Most of the young 

population in Tier 2 and Tier 3 cities 

has high-tech literacy, which has 

enabled companies/app providers to 

offer AR-based experiences.AR 

technology is widely used in retail, 

education, gaming, and healthcare. 

The enterprise segment accounted for 

72% of the AR market as of 2020; 

(Source: Research & Market) the 

technology has found application in the 

automotive, oil & gas, logistics, and 

healthcare sectors. AR is most 

commonly used in the retail and 

gaming segment in the consumer 

space. 

One very fascinating application for 

augmented reality and related 

technology is to visualize products like 

furniture or home furnishings to check 

how those products would look in a 

physical space. AR provides shoppers 

with real-time visualization of different 

products by scanning their homes’ 

floor maps and dimensions to overlay 

virtual products over them. It 

minimizes the need for a large physical 

inventory by enabling customers to 

‘test on’ or envision virtual products in 

their space to pick the one that best 

meets their needs. 

Augmented Reality (AR) solutions are 
easy to use, accessible, and promote 
user- brand engagement. There are AR 
use cases for traditional industries, 
such as real estate, allowing buyers to 
have virtual tours of properties 
anytime and from anywhere. Perhaps, 
the more interesting fact is that it can 
give the user a sense of ownership of a 
product before buying it. 

As AR technology is rapidly emerging, 

there is a need to investigate its 

importance in consumer psychology. 

With this need, marketers can identify 

the use of AR as an important tool in 

online shopping. The marketing 
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industry has been continually changing 

and adjusting to consumers' needs 

with a specific end goal to capture 

attention. Accordingly, marketing is 

the most fundamental in relation to a 

fruitful business. Augmented reality 

plays a specific lively part in 

contemporary marketing. 

Assume pointing your smart mobile 

phone at a particular area that triggers 

a 3-D video or looking through a 

webcam that enables you to add 

accessories to yourself (Russell, 2012). 

The idea of augmented reality came 

into existence in the 1990s; however, 

this doesn't imply that it has not 

shown itself some time before (Sung, 

2011). Morton Helig in 1957 began to 

make AR a reality by building a 

machine called Sensorama. The 

machine was made in 1962 but due to 

excessively costly film, it could not 

make a public appearance. While 

relating this to AR it can be observed 

that it could give the deception of 

reality utilizing diverse human senses. 

The machine offers a multi-sensory 

condition, which enables users to 

encounter the vibe of sight, hearing, 

smell, and even touch (Mattes, 2013). 

It was capable to provide stereoscopic 

3-D pictures in wide-angle view,

supplying stereo sound, and giving a 

moving seat that tilts at whatever 

point important, wind and fragrance 

will likewise be activated amid the film 

by looking through binoculars with 

films inside (Mattes, 2013). Proceeding 

onward, the genuine AR term was 

designed by Tom Caudell, a Boeing 

analyst who as the first to portray it 

utilizing a computerized show normally 

utilized as a part of flying machines; it 

at that point mixes the virtual 

illustrations into physical reality 

(Cassella, 2009). In today's 

computerized world, augmented 

reality has been characterized in a 

more detailed way where "augmented 

reality is the communication of 

superimposed graphics, sound and 

other sense upgrades over a real-

world environment that is shown 

continuously and in real-time” (Peddie, 

2013). 

In recent years, researchers in the area 

of image processing, computer vision, 

and robotics have shifted from 2 

Dimensional technologies to 3 

Dimensional technologies for 

capturing and analyzing images due to 

the recent advance in computing with 

respect to memory and processing 

power. The AR interface enhances the 

real-world experience, unlike the VR 
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interface, which draws users from the 

real world and enters the visual screen 

(Ozdemir, 2018). In the outline, the 

difference between VR and AR lies in 

user interaction (Tzima, 2019). This 

application uses the fuzzy method 

because most of the wrong 

agreement's information and one of 

the humans' greatest abilities to 

prepare information that is not 

precisely efficient and unclear. Fuzzy 

logic was first introduced by Prof. Lotfi 

A. Zadeh in 1965 (Tzima, 2019). A fuzzy

system is a knowledge-based system or

rule base. The core of a fuzzy system is

the rules (IF-THEN Rules) set on a fuzzy

knowledge base.

Problem Statement 

In pursuit of more unique and 

innovative approaches to capturing 

customers’ attention, many brands 

have understood the capability of AR 

and have received it as a major aspect 

of their promotional efforts. This 

innovation gives an engaging 

visualization experience by intensifying 

user impressions. The information 

generated from the computer is 

perceived by the user in real time in a 

real environment. This mix of real and 

computer-created imagery has been 

found to enhance human perception. 

The vast majority of promotional 

campaigns, that are already effectively 

connected with technology, depend 

on an experiential approach that 

centers on a brand's offerings 

(products and services), as well as an 

entire experience developed 

especially for the consumer (Yuan & 

Wu, 2008). Brand experiences are 

sensations, emotions, and behavioral 

reactions evoked by brand-related 

stimuli that are a piece of a brand's 

plan and personality, packaging, 

communications, and environments 

that highly influence purchase 

decisions. The focal issue for this study 

is the reality that it is indistinct 

whether an AR framework is 

additionally convincing for the brand 

image which can further result in 

purchasing intention with the 

moderating effect of interactivity 

(communication, control, and 

responsiveness). In order to further 

undergo, the independent variable i.e. 

augmented reality and the dependent 

variable i.e. purchase intention have 

been analyzed through brand image as 

a mediator while interactivity 

(communication, control and 

responsiveness) as a moderator 

between the independent and 

mediating variables. 
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Research Objectives 

Specifically, the present study 

addresses following research 

objectives: 

 To explore the relationship

between augmented reality and

customer brand engagement.

 To explore the relationship

between augmented reality and

purchase intention.

 To explore the relationship

between customer brand 

engagement and purchase 

intention. 

Literature Review 

Augmented reality is an interactive 

mode of technology that adjusts the 

physical environment with 

superimposed virtual components. 

The virtual layer which is placed 

between the physical situations and 

the user can include textual 

information, pictures, recordings or 

other virtual things to the 

individual's viewing of the physical 

environment. The gadgets that 

empower such superimposition can 

be cell phones or tablets, wearables 

(head-mounted presentations), fixed 

interactive screens or projectors 

(Carmigniani et al., 2011). AR 

technology has been examined to a 

great extent in the field of computer 

technology and human-computer 

communication. The definition of AR 

by Azuma et al. (2001), perceived as 

the most acknowledged one, 

emphasizes on not just the co-

existence of virtual and genuine in a 

similar space, but also interactive 

alignment and common enlistment 

of computer- produced sources with 

physical reality. It underlines the 

embeddedness of AR progressively 

(deviating from virtual reality) and 

its interactive element. AR devices 

hold a key advantage as they are 

portable and wearable and are 

almost mobile in a manner (Reitmayr 

& Drummond, 2006). This advantage 

applies only to a few devices as 

others are fixed devices that are 

incapable of mobility (Van Krevelen 

& Poelman, 2010; Preece et al., 

2015). 

The term Augmented reality was first 

used for advertising in the 

automotive industry. A major 

evolution is possible within E-

commerce by using the 

application of augmented reality 

with it. 77%of customers prefer to 

use AR capability to the pre- view 

product, variations such as color, 
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size, style, and difference. AR 

marketing & advertising is a 

significant idea that incorporates 

computerized (digital) data or items 

into the subject's view of the real 

world, regularly in union with other 

media, to uncover, articulate or 

show shopper advantages to 

accomplish hierarchical objectives. 

The uses of AR are broad across 

businesses, for example, producing, 

correspondence, wellbeing, retail, 

route, military, instruction, gaming, 

and internet business. This 

assessment is bases on the 

utilization of AR in web business 

considering the tremendous ability 

of this striking development in 

providing an in- store shopping 

experience. The device is able to 

modulate 3D objects in different 

spaces, permitting users to 

collaborate with advanced delivery 

to their own place with consolation. 

Organizations like IKEA and converse 

are utilizing augmented reality to 

assist clients with imagining 

household items in their homes 

progressively utilizing cell phone 

applications. This expansion in the 

development of AR applications can 

be ascribed to the buyer's apparent 

advantage and positive experience. 

Customer Brand Engagement as a 
Mediator 

Consumers who shop online have an 

increased commitment to a brand 

(Kim et al., 2008) and are indirectly 

involved in the failures and success 

of that specific brand (Ashforth & 

Mael, 1989). It can be assumed that 

customers involved in online 

shopping tend to have a positive and 

optimistic attitude toward a brand 

(Writz et al., 2013). Surprisingly, a 

consumer’s brand engagement not 

only increases their overall brand 

engagement but can help increase 

organizations’ sales as well. 

Customer brand engagement has its 

roots deeply associated with 

relationship marketing which 

emphasizes the idea of interaction 

and customer experiences (Vivek et 

al., 2012). As per Mollen and Wilson 

(2010) customer brand engagement 

is defined as the affective and 

cognitive commitment of an active 
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relationship with a specific brand via 

a website or computer-mediated 

devices designed to communicate 

brand value. Brand engagement 

captures a collaborative association 

with a specific brand furthermore, 

requires the view of experiential 

incentive notwithstanding 

instrumental incentive to be 

obtained from communications with 

the brand. According to customers, 

they only get involved with a brand 

only when their needs, wants and 

the price paid is fulfilled by any 

specific brand. Consumer brand 

engagement is perceived to be 

positively and directly associated 

with brand relationships and the 

intention to purchase a specific time 

(Brodie et al., 2011). It is an 

understood fact that if a consumer’s 

online shopping creates value and 

actually get the item or product as 

mentioned in the advertisement will 

create value, which can further 

increase trust in that specific website 

and increase purchase intention in 

the future. On the other hand, 

strategic moves asserting to up bring 

customer brand engagement levels 

are most likely to increase customer 

loyalty programs (Hollebeek, 2011). 

Stronger brand engagement can lead 

to strong relationships in the form of 

membership, allowances, and 

discounts and further other offers to 

such customers that in turn results in 

purchasing intention of a specific 

brand in the future (Algesheimer et 

al., 2010). This has also been 

supported by Chiou et al. (2010) who 

stated that word of mouth can 

increase and have a direct impact on 

purchase intention. Thus, it is 

hypothesized that: Customer brand 

engagement has a positive 

association with purchase intention. 

Purchase Intention 

Purchase intention is a type of 

commitment to one’s self to buy or 

purchase a product again whenever 

needed or intend to shop (Halim & 

Hameed, 2005; Fandos & Flavian, 

2006). It holds an important place 

because organizations intend to 

increase sales of a specific brand or 

product in order to earn a lump sum 

amount of profit. Purchase intention 

relies on a number of factors such as 

customer satisfaction, loyalty and 

retention. A brand has certain 

features or advantages that instill 

the intention to purchase in 

customers. These features include 

the image of the brand, quality, and 

knowledge of the product, product 
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involvement, and attributes. The 

current study intends to show 

whether augmented reality can 

enhance purchasing behavior in 

online shopping and also reveals the 

important aspects such as know-how 

of smart applications and devices 

which is quite necessary to build 

brand engagement. Consumer’s 

purchase intentions are mostly 

affected by word of mouth (Kenyon 

& Sen, 2012) whether it is a negative 

or positive one. In order to make a 

purchase, it is an understood fact 

that consumers will undergo a 

research phase in order to grab the 

best deal (Horn & Salvendy, 2006). In 

the process of search, the consumer 

will review different aspects of the 

product i.e. price, performance, 

reliability, durability and certain 

other elements before placing an 

order. The dimensional view of 

attitude, purchase intention is the 

result of an attitude that refers to 

the willingness of a customer to 

make a purchase from any specific 

retailer (Kimery & McCord, 2002). 

Despite the fact that the genuine 

buying attitude is impressively 

fascinating for the marketing 

researcher, purchase intention is 

broadly utilized as the 

representation of the actual 

purchase conduct particularly in 

consumer behavior studies since it is 

neither impossible nor practical in 

order to experimentally undergo the 

actual purchase conduct (Reibstein, 

2002). Online shopping is gaining 

fame as consumers can get detailed 

information about the product 

which cannot be easily provided by 

the retailer. Youngsters are almost 

shifting trends from traditional 

shopping to online shopping as it is 

quite a reliable mode of purchase. 

Marketing managers are mostly 

concerned about purchasing 

intentions as this helps them in 

predicting sales. The data can also 

help managers to make the further 

best decision for their top product 

demand and promotional strategies. 

In recent years, researchers in the 

area of image processing, computer 

vision and robotics have shifted from 

2 Dimensional technologies to 3 

Dimensional technologies for 

capturing and analyzing images due 

to the recent advance in computing 

with respect to memory and 

processing power.  

The AR interface enhances the real-

world experience, unlike the VR 

interface,which draws users from the 
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real world and enters the visual 

screen (Ozdemir, 2018). In the 

outline, the difference between VR 

and AR lies in user interaction (Tzima, 

2019). This application uses the fuzzy 

method because most of the wrong 

agreement's information and one of 

the humans' greatest abilities to 

prepare information that is not 

precisely efficient and unclear. Fuzzy 

logic was first introduced by Prof. 

Lotfi A. Zadeh in 1965 (Tzima, 2019). 

A fuzzy system is a knowledge-based 

system or rule base. The core of a 

fuzzy system is the rules (IF-THEN 

Rules) set on a fuzzy knowledge base. 

Finding 

The execution of the item/ Product 

with Augmented reality in e-

commerce permits consumers to 

review items or experience 

administrations by the reasonable 

appearance of the item in their daily 

life before purchasing. 

Implementation of this paper can 

assemble an innovative promoting 

effort to catch the consumer’s 

consideration and impact, attitude, 

and behavior. This can assemble 

attention to mark credits and offer 

consumers the opportunity to 

essentially encounter the advantage 

of those characteristics for 

themselves. Consumers cannot just 

shop for an item/product online 

through genuine interfaces but also 

attempt the item. Retailers can 

conquer physical restrictions and 

offer admittance to each item 

includes, eventually bringing 

more customers into the 

selling  funnel  for higher 

transformation. 

Conclusion 

By utilizing augmented reality 

precisely, customers can be 

propelled to select the correct 

choice for buying items/products. 

This is advantageous to the retailer 

to persuade their intended interest 

group besides; consumers will have 

the option to get extensive data like 

surveys, and related items. All the 

more critically, AR specifically, can 

provide consumers with an in-store 

shopping experience, paying little 

heed to their zone service can 

superimpose 3D objects in various 

spaces, permitting customers to 

interface with advanced delivery to 

their own place with consolation. In 

this domain of the present scenario 

of more products, shorter runs 

immensely accelerate the variation in 
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products, and enhance the business 

rivalry. Data generated from the 

application of AR methods in 

marketing can give useful feedback 

even to define top-down 

manufacturing policy as a heuristic 

about future customer needs. 

Resilience in the application of 

above mentioned AR-based 

marketing method lies in its ability to 

impart an intelligent fast and 

effective decision-making thought 

process in the mind of the 

application user who may not be 

even technically sound about the 

usage of the product and its 

relations with other elements in its 

vicinity after being procured. 

 
This paper explains the 
implementation of the proposed 
algorithms for an Augmented Reality 
system using image recognition, 
feature extraction, feature selection, 
and classification by considering the 
global and local features of the 
images. For this purpose, we propose 
a three-layer fuzzy neural network 
that has been implemented based on 
weight adjustments using fuzzy rules 
in the convolutional neural networks 
with a genetic algorithm for effective 
optimization of rules. 

In the future, a dynamic framework 

consisting of various stakeholders 

such as a user with an E-commerce 

interface who may be or even can be 

a potential customer, various 

professionals, and concerned 

entrepreneurs related to various 

domains ranging from logistics and 

supply chain to manufacturing, R&D, 

customer support can be proposed 

and can be simulated to hypothetical 

conditions and responses given by 

them can be recorded and studied for 

various desired objectives.
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Abstract— The new technologies characterizing the 

Internet of Things allow real smart environments able to 

provide advanced services to the users. The project presents a 

low-cost and flexible smart door control and monitoring 

system using an embedded microprocessor and 

microcontroller discussing computational offloading and cloud 

computing for face recognition in mobile devices. Computer 

vision and face recognition is a widely researched subject 

nowadays due to the technological advancement in 

computational power of low powered embedded processors 

making it feasible to deploy image processing algorithms. This 

project proposes remote access to home and office by Face 

Recognition and Image Processing. Part of this project consists 

of three main sub-systems namely face detection, face 

recognition and automatic door access control which has been 

implemented and verified successfully. The face recognition 

and detection process were implemented by modifying 

Principal Component Analysis (PCA) approach to Fast Based 

Principal Component Analysis (FBPCA) approach using both 

Haar Cascade and LBP for face detection implemented on the 

captured image using a pi-camera and compared with the 

images in the dataset. If the image matches with the 

corresponding image of the datasets the door will unlock 

automatically. This project also highlights the advantages and 

limitations of three types of face recognition methods and 

among them applying the best method regarding the project. 

Keywords—— Internet of Things (IoT), Raspberry pi, 

Open CV, Python, Machine Learning, Face Detection, Face 

Recognition, Cloud Computing, Computation Offloading etc. 

I. INTRODUCTION 

Face recognition deals with recognition and 
authentication of a face. It is Used in most of the real-world 
applications, varying from surveillance to security and access 
[1]. Principal component analysis (PCA)is one of the most 
extensively used and simplest procedure for face recognition. 
The PCA algorithm uses mathematical tools such as eigen 
value, eigenvectors, eigen faces and Euclidean distance for 
real time recognition [1] [2]  As each image can be viewed as 
matrix of dimension M x N,  this process is quite handy and 
easy to implement. The image with the least Euclidean 
distance predicts the most accurate face [3]. Today most of 
the home and office appliances that we interact with contain 
microprocessors. All these appliances have some user 
interface, but many users become annoyed with the difficulty 
of using the complex functions of their appliances. Smart 
door with face recognition forms a new diversion in the 
home security and in the most user-friendly way. 

II. RELATED WORK

Optimized Door Locking and Unlocking Using IOT is 
very secure solution for locking and unlocking the door 
within Wi-Fi range. This system plays a major role in 
helping reduce the work by using Arduino Yun Board and 
Android App. Many projects of home automation have been 
built up on Arduino Board, Biometric sensor [3]. Lot of 
home security and automation were based on RF signal and 
RFID technologies [4]. Some researchers have also used 
Bluetooth to lock and unlock doors although it can be 
operated in a very small range [5]. 

However, Raspberry Pi is more cost efficient and more 
functional when choosing between Arduino Yun Board and 
Raspberry Pi Board because of its more sophisticated both 
hardware and software building. Also, it is both cost 
effective and faster to perform intricated tasks with IOT 
based devices [6]. A single Raspberry Pi Board can be used 
for a wide range of work connecting Wi-Fi with its built in 
Wi-Fi and Bluetooth module which is not available in 
Arduino. Its camera can capture video along with photos 
which makes it more efficient than Arduino Yun Board. 

III. SYSTEM ARCHITECTURE

The door access control and home security system hereby 
reported, consisted of two components one is Wireless 
control units (WCU) and another is Wireless information 
unit (WIU) linked by a radio transceivers that allowed the 
transfer of control information’s by a cloud server where the 
image will be taken compared with dataset to provide an 
output. 

IV. METHODOLOGY

A. This project has crucial three steps of methodology.

Those are:

o Face Tracking

o Face Detection

o Face Recognition Module.

Most facial feature extraction are very sensitive to
various subjects like variation in light and its angle of 
illumination, noise, time-consumption, and color space used. 
Thus, a need for a good feature extraction method was 
needed that will enhance the quality and performance of face 
recognition system. Kalman Filter has fulfilled that need 
through segmentation including for both foreground and 
background object by using histogram equalization that helps 
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us to segment face based on skin color.  Kalman filter is used 
to track the faces under several condition after this 
segmentation. This feature is helpful for the development of 
a real-time visual tracking control system. [7]. 

B. Face Detection

Computer program that decides whether an image is a
positive image (face image) or negative image (non-face
image) is called a classifier. A classifier is trained on
hundreds of thousands of face and non-face images to
learn how to classify a new image correctly. OpenCV
provides us with two pre-trained and ready to be used for
face detection classifiers:

• Haar Classifier

• LBP Classifier

The Haar feature-based cascade classifiers was proposed 
by Paul Viola and Michael Jones which is a machine 
learning based approach. [8].This method includes:1. 
Creating Integral Image, 2. Ada-Boost an efficient 
learning machine based approach which is used to solve 
three fundamental problems (i) learning effective features 
from a large feature set: (ii) constructing weak classifiers, 
each of which is based on one of the selected features; 
and (iii) boosting the weak classifiers to construct a 
strong classifier [9] 3. Cascade Classifier [10]. 

Local Binary Patterns was proposed by Timo Ojala et al 
which is used for the face detection algorithm extensively 
[11]. LBP histogram features in face detection were first 
applied by Hadid et al [12] showing exceptionally high 
discriminative power in face or non-face classification. 

In this paper both Haar cascade and local binary pattern 
classifier are implemented as cascade classifiers is used 
to keep a high accuracy for positive results and rejecting 
non-face quickly [13]. To make use of the advantages of 
both Haar features and LBP this paper proposes a 
different method. At first , from the training image Haar 
features are extracted and they are divided into small 
blocks to extract LBP features. Secondly, both Haar and 
LBP features combined to set grey features in both 
features and a certain of texture features. Through this 
method the classification capability of Har features is 
ensured and the detection has been shortened by reducing 
the dimension of LBP features. Lastly, the fused features 
were trained according to the method of Viola and Jones 
to get a classifier for face detection. [14]. 

C. Face Recognition Module

OpenCV is an open-source image processing library
offers a module called the Face Recognizer which has these 
public functions under the face recognizer class: These 
functions can be used for 3 algorithms that are widely used in 
many image processing SDKs. These are:  

• Eigenfaces: It is based on Principle Compound
Analysis (PCA). It uses eigenvectors that are derived from 
the covariance matrix of the vector spaces of the face images 
[15]. Therefore, a new covariance matrix must be calculated 
to train the new classifier whenever a new face is added to 
the database [16]. The Eigenface basis on Principal 
Component Analysis. Both have been used by Sirovich and 
Kirby to represent face images efficiently [17]. The PCA is a 
method of projection to a subspace and is widely used in 

pattern recognition. The objective of PCS is the replacement 
of the correlated vectors of large dimensions with the 
uncorrelated vectors of smaller dimensions. Another 
objective is to calculate a basis for the data set. Main 
advantages of the PCA are its low sensitivity to noise, the 
reduction of the requirements of the memory and the 
capacity, and the increase in the efficiency due to the 
operation is a space of smaller dimensions. The strategy of 
the Eigenfaces method consists of extracting the 
characteristic features on the face and representing the face 
in question as a linear combination of the so called 
‘eigenfaces’ obtained from the feature extraction process. 
The principal components of the faces in the training set are 
calculated. Recognition is achieved using the projection of 
the face into the space formed by the eigenface. A 
comparison based on the Euclidian distance of the 
eigenvectors of the eigenface and the eigenface of the image 
under question is made. If this distance is small enough, the 
person is identified. On the other hand, if the distance is too 
large, the image is regraded as one that belongs to an 
individual for which the system must be trained.[18] 

• Fisher faces: This approach is also one of the most
generally utilized techniques for feature extraction in face 
images. The Fisher face algorithm is a refinement of the 
eigenface algorithm to provide the brightening variation. 
Belhumeur reported that Fisher face algorithm performs 
better than eigenface in a situation where the lighting 
condition is changed. Thus, it needs additionally training 
images for each faces [19]. Fisherface algorithm is developed 
to determine a matrix that maximizes the ratio of the 
between-class scatter to the within-class scatter. This method 
is a well-known technique in classification, discriminant 
analysis, and it is also commonly used to feature extraction 
and dimensionality reduction in pattern recognition. For this 
construction we will take within-class and between-class 
scatter matrix denoted by Sw and SB respectively, are defined 
as [20]: 

Where x is the sample of class Xi, µi is the mean of Xi 
and C is the number of class. 

Where µ reperesents the mean of all the images and ni  is 
the number of the image in the class Xi. 

If Sw is non-singular, the project matrix Wf can be chosen 
as follows:  

The solution to this problem is given by the generalized 
eigenvalue decomposition: 

Wher eW is the matrix od eigenvectors and Ʌ is a 
diagonal matrix of corrosponding eigwnvalus. 

The eigenvectors of W associated to non-zero 
eigenvelues are the Fiserface [21]. 

•Local Binary Patterns Histogram: LBPH algorithm uses the

histogram of the LBP characteristic spectrum as the feature
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vector for classification. It divides a picture into several sub 

regions, then extracts LBP feature from each pixel of the 

sub-region, establishing a statistical histogram of the LBP 

characteristic spectrum in each sub region, so that each sub 

region can use a statistical histogram to describe the whole 

picture through several statistical histogram components 

[22]. The original LBP operator, introduced by Ojala et al. 

[11], is a powerful means of texture description. The 

operator labels the pixels of an image by thresholding the 

3x3-neighbourhood of each pixel with the center value and 

considering the result as a binary number. Then the 

histogram of the labels can be used as a texture descriptor. 

Figure 1 for an illustration of the basic LBP operator. Later 

the operator was extended to use neighborhoods of different 

sizes. Using circular neighborhoods and bilinearly 

interpolating the pixel values allow any radius and number 

of pixels in the neighborhood. For neighborhoods we will 

use the notation (P, R) which means P sampling points on a 

circle of radius of R. See Figure 2 for an example of the 

circular (8,2) neighborhood. Another extension to the 

original operator uses so called uniform patterns. A Local 

Binary Pattern is called uniform if it contains at most two 

bitwise transitions from 0 to 1 or vice versa when the binary 

string is considered circular. For example, 00000000, 

00011110 and 10000011 are uniform patterns. Ojala et al. 

noticed that in their experiments with texture images, 

uniform patterns account for a bit less than 90 % of all 

patterns when using the (8,1) neighborhood and for around 

70 % in the (16,2) neighborhood. The following notation for 

the LBP operator is used: LBPu2
P,R . The subscript represents 

using the operator in a (P, R) neighborhood. Superscript u2 

stands for using only uniform patterns and labelling all 

remaining patterns with a single label. A histogram of the 

labeled image f1 (x, y) can be defined as: 

in which nis the number of different labels produced by the 

LBP operator 

This histogram contains information about the distribution 

of the local micropatterns, such as edges, spots and flat 

areas, over the whole image. For efficient face 

representation, one should retain also spatial information. 

For this purpose, the image is divided into regions R0, 

R1,...Rm-1(see Figure 2) and the spatially enhanced 

histogram is defined as: 

In this histogram, we effectively have a description of the 

face on three different levels of locality: the labels for the 

histogram contain information about the patterns on a pixel-

level, the labels are summed over a small region to produce 

information on a regional level and the regional histograms 

are concatenated to build a global description of the face 

[23]. 

Fig:1 The circular (8,2) neighborhood. The pixel values are bilinearly 

interpolated whenever the sampling point is not in the center of a pixel. 

Fig 2: (a) An example of a facial image divided into 7x7 windows. (b) The 

weights set for weighted χ2 dissimilarity measure. Black squares indicate 

weight 0.0, dark grey 1.0, light grey 2.0 and white 4.0. 

LIMITATIONS EIGENFACES FISHERFACES LBPH 

Saving/Loading a 

classifier  

No No Yes  

Retraining 

required 

Yes Yes No 

Accuracy 

affected by 

Lighting 

Yes No No 

Multiple faces 

affecting 

accuracy 

Yes Yes Yes 

Misalignment 

affects accuracy 

Yes No No 

Background 

variation affects 

accuracy 

Yes No Yes 

Poses, glasses, 

etc. affects 

accuracy 

Yes No Yes 

Image quality 

affects accuracy 

No Yes No 

TABLA I. Comparison between the three major face recognition 

algorithms [24] 

This paper present cloud-based facial recognition 
platform that uses the cloud-based resources for mobile 
computation for face recognition through Computation 
Offloading. 

I. Remote Invocation: Here the offloading device runs
some operations locally and invokes a remote method on the 
server to perform a specific task, usually related to the 
operations running on the mobile device [25] 

II. Virtual Machine Migration: A technique where the
offloading device transfers the image of a running VM to the 
server. The server then runs the image and can seamlessly 
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continue executing the same tasks that were running on the 
offloading device. [25] 

III. Code Migration: Through this process the data and
the code are transfer that are required to perform a certain 
task from the offloading device to the cloud. [25] 

In this project the application of Remote Invocation is 
used, through which the mobile client sends the processed 
image to the cloud and computes the face recognition 
function on the cloud server. This method preferred among 
the three because of its simplicity. [24] 

V. PROPOSED WORK

In this project with a minicomputer raspberry pi different 

input and output is interfaced [25]. It has two options for 

unlocking the door. First, when it can detect its user face it’s 

gotten unlocked itself and secondly if it detects an unknown 

face it waits for its owner decision to unlock the door or not. 

In the input section it has pi camera and a PIR sensor. In the 

processing section, a minicomputer raspberry pi is used. It is 

equipped with an in-built WIFI dongle. And on the output 

terminal there is magnetic door lock. A calling bell/ switch 

is placed on door so that if someone visits the user the 

person will press the bell and the bell will generate a signal 

to raspberry pi indicating presence of a person. There is also 

another way of sensing humans and that is Passive Infrared 

Sensor to detect human motion. If any thief tries to break 

into the house PIR sensor will identify the motion of that 

human and will transmit an alarm to raspberry pi. Most 

important input device is the wireless pi camera. It is used to 

watch video stream and whenever a person comes it takes a 

snapshot of that person and transmits it to raspberry pi [25]. 

After receiving the image raspberry pi sends a picture to 

user through cloud server which performs the facial 

extraction and matching with the database finally sending 

result to the mobile device using TCP/IP [24]. Users can 

control the magnetic lock through the app. If the user wants 

to permit the visitor access, he can turn on the lock and if he 

wants to reject access for any reason user can show it in the 

display attached to the door with the pi. 

Fig 3. Flowchart of Face Recognition and system implementation 

VI. RESULTS 

The performance analysis was carried out on 
several key variables which affect the results of 
image processing. In the case of face 
recognition, the major variables include skin 
complexion, face angles, ambient light, camera 
resolution and training set variables. The 
following tests were carried out on 4 subjects of 
different skin complexion and age along with 
the adjustments of the variables. The following 
table shows the details of the 4 subjects. Also 
Figure 4 shows the testing and results of the 
project. 

Subject no. Complexion Age Gender 

1 Fair 44 Female 

2 Brown 25 Male 

3 Brown 16 Female 

4 Dark 60 Male 

 TABLA 2.  Subject Information 
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Figure 4: Testing [25] 

A. Result depends on following factors also:

Ambient light, Camera resolution, 
FPS processed, Total frames in 1-
minute, Positive training set, 
Positive training set variations, 
Negative training set, Undetected 
frames, Detection rate. 

i. Ambient Light: It is the natural
light available at the time of day
mentioned. Any other source of
light will be mentioned
accordingly.

ii. Camera Resolution: This is the
resolution of the video feed being
used for the detection process.

iii. FPS Processed: Frames per
second (FPS) processed is the
number of frames which the
processor can process in one
second.

iv. Total Frames in 1 Minute: All the
experiments were conducted for 1
minute so the total number of
frames being processed is
denoted by this dataset.

v. Positive Training set: The number
of pictures of the subjects’ faces
were taken for training the system
to detect them.

vi. Positive Training Set Variations:
It is the type of variation
introduced into the positive
training set during the training
process. For the analysis, two
such types of variations were the
face angles as depicted in figure
29 and Light Variations which is
the extra light (CFL, Tungsten,
LED, etc.) used in the room to
illuminate the subject from
different angles corresponding to
the face angles. Faces marked ‘a’,
‘b’, ‘c’, ‘d’ and ‘e’ were used for
all the subjects. Angles
represented by ‘f’ (Figure 5) were
randomly chosen as they were
harder to detect due to the lower
visibility of primary identity

features (eyes, cheeks, cheek 
contours, etc.) for face detection 
since detection comes before 
recognition of unique face. 

vii. Negative Training set: The
algorithm used for recognition
was PCA (principal component
analysis) which according to the
OpenCV documentation requires
a set of images of random people
without the subject in test. In this
case the AT&T Face Database
has been used which is a
collection of 400 images of 10
images per Subject.

viii. Undetected Frames: Accuracy of
the system can be derived directly
from the number of
undetected/missed faces in a span
of 1 minute where the subject was
there. For e.g., if the video feed is
20 fps and the system was tested
for 1 minute then 1200 frames
will be processed and if the
subject’s face was
undetected/missed in 600 frames
then the detection rate is 50%.

  Fig 5: Face angles  

Fig 6. 1920x1080 Performance; subject 1 
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Fig 7. 640x480 Performance; subject 1 

The graph in figure 6 shows the best-case scenario for this 

subject where the device is able to recognize the subject at 

night at 100% detection rate. And figure 7 shows the 

performance of the device in the lowest resolution. 

It is seen from the results of subject 1 in table 02 that the 

biggest performance hit was at nighttime which means less 

ambient light hence the only sources of light are natural 

room lights. To present more meaningful data/performance 

analysis the rest of the subject’s data were collected in 

nighttime only and at 2 camera resolutions with highest and 

lowest possible values i.e.,1920x1080 and 640x480 

respectively. 

Fig 8. 1920x1080 Performance; subject 2 

Fig 9. 640x480 Performance; subject 2 

Fig 10. 1920x1080 Performance; subject 3 

Fig 11. 640x480 Performance; subject 3 

Fig 12. 1920x1080 Performance; subject 4 

 Fig 13. 640x480 Performance; subject 4 

B. Distance Vs Detection Rate

The detection rate is also dependent on the distance between 

the subject and camera. The following data is represented on 

subjects 1,2, 3 and 4. 
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Figure 14 Detection rate vs distance; Subject 1 

Figure 16 Detection rate vs distance; subject 1 

Figure 17 Detection rate vs distance; Subject 2 

Figure 18 Detection rate vs distance; Subject 2 

Figure 19 Detection rate vs distance; Subject 3 

Figure 20 Detection rate vs distance; Subject 3 

Figure 21 Detection rate vs distance; Subject 4 

Figure 22 Detection rate vs distance; Subject 4 

Analyzing the figures show that the performance is very 

much consistent for all the subjects hence the results can be 

generalized for a conclusion about detection rate vs the 

distance of subject from camera. For 1920x1080 at close 

distances ranging from 0 to 2 feet it is seen that there is a 

performance hit. Normally it should not have been the case 

because at closer ranges the image has a clear and detailed 

picture of the face so the face detection algorithm should 

have been easily detected the face. But the face detection 

algorithm takes in some parameters for detecting a face 

from a picture where one of them is to determine a set of 

sizes for boxes which is to be swept around the picture 

repetitively until facial features are found inside the 

bounding box. Often these boxes are not too big in size and 

not too small, an optimized set of size is used to keep CPU 

usage and detection rate at an optimum level. Therefore, 

when the face is much too close to the camera then the face 

takes up almost all the space of the frame causing the 

algorithm to miss the face while trying to detect one. And 

then as soon as the subject’s face is smaller than the biggest 

bounding box of the detection algorithm it shows that the 

detection rate is at its highest for 1920x1080 resolution. 

Gradually with increasing distance at one point the detection 

rate starts falling which is because of the face getting 

smaller and smaller in size in the frame. Technically it is 

losing details, facial features are getting blended and 

difficult to distinguish because there is not enough data 

since the computer is seeing a pixelated face. 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 216



A pixelated face hence has fewer facial signatures for proper 

detection. For all results under 640x480 resolution the trend 

is also similar where the detection rate starts off within 90-

95% and then from 100% to 0% gradually as the distance 

increases between the subject and camera. But this time 

since the resolution is significantly low compared to 

1920x1080 the pixelated effect starts from a much closer 

distance thus decreasing the detection rate rapidly. 

VII. CONCLUSION

Face detection and recognition is challenging for many 

researchers with real time Image sensor. With the 

advancement the real time face detection and recognition in 

Raspberry Pi is much simpler and more time efficient. It 

provides a lower power consumption PC-based environment 

in a lightweight microcontroller. This technology can be 

useful in tracking lost objects under dynamic environment. 

Further enhancement of this work can be extended with 

stereo depth analysis of face detection using two image 

sensors interfaced with High-speed Process. This being a 

python-based algorithm can be easily expanded to integrate 

more functions with it to work in conjunction with computer 

vision. a few such applications are briefly outlined as 

follows: 

Robots for interacting with humans: 

• By using motorized servos, a camera in a well-

constructed robotic face can move its head to talk

straight at the guest it is attending.

• Digital information booths can be designed inside

shopping malls or tourist spots to detect humans

and greet them to assist with relevant information.

Vehicle Safety: 

• Detect the driver to decide if the engine should be

allowed to start.

• Use multilevel authentication by using fingerprint

sensors along with the face recognition system.

• Pedestrian face detection and emergency braking.

  Biometric Access point: 

• Allow entry based on facial recognition.

• Integrate fingerprint scanners as an added layer of

security.

• Email unauthorized access to management.
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Abstract: As a modern approach to assess wellbeing, the 

Boston Consulting Group (BCG) introduced the SEDA in 2012. 

SEDA is primarily an objective measure and also a quantitative 

metric that measures how a nation performs compared to either 

the entire world population or individual peers or groups. In this 

study we have considered South Asian G20 countries (Japan, 

South Korea, China, Indonesia and India) and compared their 

sustainability scores. Sustainability parameters as defined by 

BCG are Equality, Civil Society, Governance and Environment. 

We have compared the Sustainable development score of the 

countries with the world median and found scores of high 

income countries like Japan and South Korea are more than the 

world median and scores of China, Indonesia and India are on a 

lower side. Moreover, we used regression analysis (after 

specification test) to see the impact of sustainability on growth. 

Here we found that in Japan environment has a positive impact 

on growth, in South Korea Equality and civil society has a 

positive impact on growth , in China, equality has a positive 

impact on growth. Moreover in Indonesia equality has a 

negative impact on growth and in India , civil society and 

environment has a negative impact on growth. We also applied 

the multivariate regression analysis to see the impact of growth 

on sustainability. In Japan growth has a positive impact on 

equality and environment, in South Korea, growth has a positive 

impact on equality and civil society. In Indonesia, growth had a 

negative impact on equality but a positive impact on civil 

society and governance and in India growth has a negative 

impact on civil society and environment. 

1. Background of the Study:

We would like to talk about the G20 countries to offer a basis of 

evaluations in the research before getting into the specifics of 

the debate about the measurement indices and comparison of a 

country's well-being. The G20 was founded as an international 

forum for the governments of central bank governors of the 

following twenty nations: Argentina, Australia, Brazil, Canada, 

China, France, Germany, India, Indonesia, Italy, Japan, South 

Korea, Mexico, Russia, Saudi Arabia, and the United States of 

America. The G20 found its path after the G8 and was 

established as an international organisation for the governments 

of central bank governors of the following twenty nations 

(Mukherjee & Ahuja 2018). 

In order to discuss and advance global financial stability, the 

European Union (EU) and nineteen other countries established 

this conference in 1999. Eighty-five percent of the global gross 

domestic product, more than sixty-six percent of the world's 

population, and nearly eighty percent of global commerce come 

from these nations. Following the meeting in 2008, world 

leaders determined that the G20 will take the place of the G8 as 

the most affluent collection of countries in the world.( 

Mukherjee & Ahuja 2018). In this study we have taken Asian 

G20 countries that is Japan, South Korea, China, Indonesia and 

India , and have studied them across different dimensions of 

development. Lets further discuss about the countries in 

consideration for this study. 

1.1 Background of Countries: 

Japan’s economy is a highly advanced free-market Japan's 

economy is a highly advanced free-market system (Lechevalier, 

Sébastie 2014). It is the world's third largest, by nominal GDP 

and the fourth largest by purchasing power parity (PPP), and the 

second largest developing economy in the world. Japan is a part 

of the G7 and Group of Twenty (lah 2011). The per capita GDP 

is at $40,247 (2019), according to the World Bank in 2020.  

South Korea 's economy is a highly integrated hybrid economy 

(Wright, Edmund 2015) that is dominated by family run 

conglomerates known, as chaebols. It is Asia's fourth-largest 

GDP, and the world's 12th-largest. In only a few generations 

South Korea is renowned for its remarkable rise from one of the 

world's poorest countries to a rich, high-income economy.  

Since 1978, China's economy has changed from a centrally 

controlled structure to a more market-oriented economy which, 

by 2019, rated second largest in the world by nominal GDP 

(IMF 2018) and by 2017 the world's largest by purchasing 

power parity. China has the fastest-growing global economy in 

the world, with growth levels averaging 6 percent across 30 

years 

Indonesia's economy is Southeast Asia 's biggest, and is one of 

the world's developing market economies. Indonesia is a G20 

nation listed as a newly developed country. It is the 16th largest 

nominal GDP economy in the world and the 7th highest GDP 

(PPP) economy in the world. Indonesia 's Internet economy, 

projected at US$ 40 billion in 2019, is forecasted to reach the 

US$ 130 billion threshold by 2025 (Antara News 2019) 

Indonesia tends to depend on domestic demand and government 

policy investment and control in state-owned corporations (the 

central government controls 141 companies).  

India 's economy is described as a competitive consumer 

economy (Alamgir Jalal 2008). This is the fifth-largest nominal 

GDP economy in the country, and the third-largest by 

purchasing power (PPP). According to the IMF, in 2018, India 

ranked 139th by GDP (nominal) and 118th by GDP ( PPP) on a 

per capita income basis (IMF 2019). From independence in 

1947 to 1991, successive regimes adopted protectionist 

economic policies with comprehensive state interference and 

regulation; the end of the Cold War and an intense balance of 

payments crisis in 1991 contributed to the introduction of a 

large economic liberalization policy (Edward, Gagan 1992).  

1.2 Background of Sustainable Development: 

Wealth and Well-Being The Gross Domestic Product (GDP) is 

no longer considered to be a real measure of a country's well-

being by international leaders; instead, they are working to 
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construct a scenario for global development. In this context, the 

Sustainable Economic Development Assessment (SEDA) scores 

assesses sustainable development using three major criteria: 

economic, environmental, and sustainable. The three broad 

characteristics are then further broken down into eleven specific 

dimensions or sub parameters of real development, including 

income, economic stability, employment, health, education, 

infrastructure, income inequality, governance, civil society, and 

environment. 

This paradigm, introduced in 2012 and most recently 

constructed by The Boston Consulting Group, serves as a gauge 

for how well governments convert increases in their gross 

domestic product into improvements in their citizens' well-

being. Without a doubt, a nation's expansion of wealth 

generation and its development or well-being and general 

prosperity are closely related. SEDA analyses functioning by 

examining three key components that are made up of 10 

dimensions as indicators of total well-being, and it does so for 

about 163 nations throughout the world, which are then 

compared to one another. 

The three dimensions are – 

The three components are further broken down to clearly 

describe the specific aspects, which in turn serve to illustrate the 

stage of a nation’s development. A detailed description of 

components must be given in order to comprehend the role of 

dimensions in describing the developmental condition of a 

nation. The state of a country's economy is indicated by its 

economy, and SEDA makes an effort to measure the key 

economic factors, such as income, economic stability, and 

employment. But, purchasing power is determined by the Gross 

Domestic Product, which also determines income per capita. 

Scores are produced to reflect these factors, and the results show 

how the country stands in relation to that dimension (Income). 

The last criterion describing a country's economy and assessed 

by SEDA is employment, which shows a country's rate of 

employment and unemployment. Economic stability also 

includes inflation, GDP, and inflation volatility. 

Nearly all of the aspects will be covered in further discussion of 

the other two components, which will complete presenting the 

comprehensive picture of a country's well-being. After the 

economic component, investment includes three other facets that 

illuminate a country's investment side, including health, 

education, and infrastructure. Infrastructure includes water, 

sanitation, transportation, and information and communication 

technology. Health includes access to health care and the results 

of that care. Education also covers access to education and the 

results of that education. 

The last component is sustainability, which covers governance, 

environment, civil society, and income equality. Income 

distribution, life expectancy, and educational equity are all aspects 

of income equality. Intergroup cohesiveness, interpersonal safety 

and trust, gender equality, and civil society all go hand in hand. 

Finally, the environment includes air quality, carbon dioxide 

intensity protected areas, renewable energy, and the rule of law, 

corruption, accountability, stability, and property rights. These 

factors give a clear picture of a country's progress and well-being 

condition. The BCG's examination of the SEDA in an effort to 

provide a complete picture is an excellent endeavour to genuinely 

talk about the most fundamental aspects of a country, such as 

general growth and other objective indicators. 

In our study we have taken the sustainability parameters namely 

Equality, Civil Society, Governance and Environment. In this 

study we have also considered taking gross domestic product in 

order to develop causal connections and evaluate impact. 

Exhibit 1: 

Source: Prepared by the Author ( BCG Analysis) 

2. Review of Literature:

Several academics have explored the relatively recent idea that 

different groupings of nations throughout the world should be 

evaluated and analysed based on their wealth and well-being and 

how the countries are changing the first into the second 

correspondingly. According to a report by European Data Network 

Journalism from October 2019, the Boston Consulting Company 

has been using its Sustainable Economic Development Assessment 

to study various nations since 2012. 

Three categories—economics, creativity, and sustainability—

representing a total of 10 measurements—are used by SEDA to 

assess well-being. Data from the 40 indicators that the IMF, World 

Bank, and OECD have access to is used in these computations. A 

thorough review of economic growth and development in India and 

other SAARC nations has been conducted by Bhattari (2017). 

Following and studying the trends of the economy's fiscal and 

monetary scenario, trade, income distribution, and education has 

allowed for the identification and analysis of the growth's 

momentum.  

According to Kruja, Alba (2013), sustainability is primarily 

seen as a synthesis of environmental, social, and economic 

performance, but the concept of sustainable economic growth is 

yet intimidating. The distribution of economic advancement 

among the population is used to determine the level of 

development. In the twenty-first century, the idea of economic 

progress gained widespread acceptance in contemporary 

society. 

In their study article from 2017, Mukherjee and Ahuja seek to 

illustrate the most current efforts to assess how well a country 

converts GDP growth to well-being in terms of Sustainable 

Economic Development Assessment scores (SEDA). A strong 

SEDA progress score supports India's status as one of the 

world's top economies, and our nation has showed a notable 

improvement in a number of BCG-measured metrics used to 

determine sustainable development. Y. Joao, Enrique, Lang, and 

Chin discovered this in July 2019 Global dangers are being 
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posed by a number of structural variables, including the 

accelerated pace of technological development and its possible 

link to the root of inequality. Policymakers must now more than 

ever adopt and implement measures to account for this 

disturbance and work to enhance people's lives. 

3. Objectives:

The primary objective of the research is to study the

dimensions of sustainability in South Asian G20

countries. To check how these sustainability

parameters like equality, civil society, governance and

environment have impacted growth in the economy of

these countries. Also to check how growth has

impacted these four dimensions in all five countries in

the study.

4. Research Methodology:

In the first section we have generally depicted the

conditions in all four sustainability dimensions of the

countries and also the country comparisons dimension

wise.

In the second section we have used regression

analysis to find out causal relationships and impacts.

The impact of sustainability parameters on Growth,

the model is as follows:

Model 1: LogGDP = α + β0 Equality + β1 Civil 

Society + β2 Governance + β3 Environment + µ 

This model repeats for five countries, Japan, South Korea, 

China, Indonesia and India. 

The specification test used is multicollinearity because of the 

presence of more than one independent variable. 

A multivariate regression analysis is used to check the impact of 

growth on all the sustainability parameters 

 Model 2: Equality, Civil Society, Governance, Environment = α 

+ β0 LogGDP + µ

GDP data (in US $) is taken from world bank and the 

sustainability parameters data is taken from Boston Consultant 

Group. We have used log model in GDP for convenience of 

calculation and stationarity. Hence a semi log model is used. 

5. Data Analysis:

Section 1: 

 In the first section we have generally depicted the conditions in 

all four sustainability dimensions of the countries and also the 

country comparisons dimension wise. 

 The case of Japan: The SEDA score in 2019 is 77.2 and Japan 

has improved the score from 2008.The gross national income 

and gross domestic income per capita is 38550 and 40247 USD. 

The important aspect to be noted here is Japan’s GDP per capita 

(0.9%) is greater than GDP growth rate (0.7%) and Japan is 

really moving well towards stronger development. . It is 

noteworthy that apart from the positive growth and 

development, it has not adversely effected the environment, 

which is a very important parameter of sustainable 

development. 

Exhibit 2: 

The Case of South Korea: South Korea was one of the 

only developing countries capable of escaping a 

contraction during the global financial crisis, and its 

economic growth levels exceeded 6.2% in 2010, a rapid 

turnaround from economic growth rates of 2.3% in 2008 

and 0.2% in 2009 before the global financial crisis 

struck. With the current account record-surplus of US$ 

70.7 billion at the end of 2013, the South Korean 

economy grew again, up 47 percent from 2012, despite 

the uncertainty of the global economic crisis, with main 

economic production being the exports of technology 

goods. The population of South Korea is 51.5 million 

and SEDA score in 2019 is 73.2.The gross national 

income and gross domestic income per capita is 28380 

and 31726 USD. South Korea’s GDP per capita growth 

rate is 1.8% and GDP growth rate is 2% 

correspondingly. 

Exhibit 3: 

The Case of China: The second most densely populated 

country win the world with a population of 1386 million 

China ranks sixty second and the score is 51.56. 
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However, the progress is phenomenal, as China has 

improved in some dimensions. The growth rates are 

6.1% (GDP) and 5.7% (GDP per capita) and the GNI 

and GDP per capita is 8690 and 10261 USD (World 

Bank 2020). China’s environment is very low, lesser 

than the world median; it is evident that the most 

polluted city in the world is in China. In fact the 

governance and environment scores, both belonging to 

the broader dimension of sustainability are below the 

world median and require sheer improvement. 

Exhibit 4: 

 

The case of Indonesia: Following the 1997 Asian financial 

crisis, the government took custody of a significant portion 

of private sector assets by acquiring non-performing bank 

loans and corporate assets through the debt restructuring 

process, and several years later, the companies in custody 

were sold for privatization. The economy has improved 

since 1999, and inflation has risen in recent years to over 4–

6 per cent. In 2012, Indonesia surpassed India, behind 

China, as the second fastest-growing G-20 economy. The 

average growth rate has since declined and fluctuated by 

about 5 per cent (World Bank 2012). Environment 

underwent deterioration in Indonesia through twelve years. 

Kuznets always related economic growth with 

environmental degradation; however a very significant 

increase in stability and infrastructure has been noticed. 

Exhibit 5: 

The case of India: The economy suffered a mild recession 

during the global financial crisis of 2008, India implemented 

stimulus initiatives (fiscal as well as monetary) to fuel 

employment and create demand and growth revived. The 

country’s population is 1339 million (second largest in the 

world) and its score is 37.64 that have increased in twelve years. 

The GDP and per capita growth rates are 5% and 4%. The GNI 

and GDP per capita is 1820 and 2104 USD. Again, the truth 

holds here, a country with high industrial growth faces 

environmental degradation. The scores of health, income, 

education, infrastructure, equality, civil society and environment 

are all less than the world median. Growth does not match 

development, but however there is improvement in all the 

dimensions except in that of employment and environment. 

India’s Economic stability and governance is high (touches the 

world median levels). 

Exhibit 6: 
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Japan and South Korea’s sustainability dimensions are 

more than the world median , however if we talk about 

China, Indonesia and India, the sustainability parameters 

are less than the  

world median. 

Exhibit 7: 

Section 2:  

The impact of sustainability parameters on Growth, the 

model is as follows: 

Model 1: LogGDP = α + β0 Equality + β1 Civil Society + 

β2 Governance + β3 Environment + µ 

In Japan, Civil Society has a negative impact on growth 

and environment has a positive impact on growth. (taking 

into consideration only significant values). In South 

Korea Equality and environment has a positive impact on 

growth, where as civil society has a negative impact on 

growth. In China equality has a positive impact on 

growth. In Indonesia equality has a negative impact on 

growth. In India both civil society and environment has a 

negative impact on growth. Multicollinearity test results 

indicate Variance inflation factor less than 5, hence the 

model seems fine. Moreover, the R square values are also 

indicative of a good model and we have thus continued 

with the test. 

Table 1:  

Japan South Korea 

Dep GDP Coeff Robust Std Er P Dep GDP Coeff 
Robust 
Std Er P 

Equality 0.008 0.005 0.14 Equality 0.047 0.02 0.09 

Civil Society -0.13 0.007 0.1 Civil Society -0.025 0.02 0.09 

Governance 0.007 0.005 0.2 Governance -0.02 0.01 0.17 

Environment 0.01 0.005 0.02 Environment 0.05 0.02 0.09 

Cons 28.2 0.38 0 Cons 25.3 1.8 0 

R Sq 0.7 R Sq 0.8 

VIF 3.5 VIF 2.31 

Multivariate (Indp GDP) Multivariate (Indp GDP) 

Dependent Coeff Robust Std Er P Dependent Coeff 
Robust 
Std Er P 

Equality 29.27 10.9 0.02 Equality 5.5 2.09 0.02 

Cvl Soc 8.83 13.67 0.53 Cvl Soc -7.9 2.4 0.07 

Governance 0.58 15.5 0.97 Governance 2.09 3.9 0.6 

Environment 32.97 9.84 0.006 Environment 12.8 110 0.9 

R sq  0.5 R sq  0.5 

China Indonesia 

Dep GDP Coeff Robust Std Er P Dep GDP Coeff 
Robust 
Std Er P 

Equality 0.05 0.02 0.04 Equality -0.02 0.009 0.04 

Civil Society 0.02 0.13 0.85 Civil Society -0.001 0.02 0.99 

Governance -0.05 0.05 0.38 Governance 0.04 0.02 0.14 

Environment -0.28 0.089 0.75 Environment -0.018 0.013 0.2 

Cons 21.05 7.02 0.017 Cons 27.65 0.58 0 

R Sq 0.21 R Sq 0.8 

VIF 4.38 VIF 5 

Multivariate (Indp GDP) Multivariate (Indp GDP) 

Dependent Coeff Robust Std Er P Dependent Coeff 
Robust 
Std Er P 

Equality 5.5 4.6 0.25 Equality -10 3.8 0.018 

Cvl Soc 0.16 1.07 0.87 Cvl Soc 7.9 3.02 0.02 

Governance 1.9 0.7 0.48 Governance 14.29 3.2 0.01 

Environment 0.44 1.33 0.74 Environment 5.33 3.8 0.19 

R sq  0.1 R sq  0.5 

India 

Dep GDP Coeff Robust Std Er P 

Equality 0.007 0.007 0.39 

Civil Society -0.04 0.018 0.05 

Governance -0.05 0.04 0.2 

Environment -0.07 0.03 0.05 

Cons 32.9 2.6 0 

R Sq 0.7 

VIF 1.81 

Multivariate (Inp GDP) 

Dependent Coeff Robust Std Er P 

Equality 9.12 6.2 0.17 

Cvl Soc -13.5 4.18 0.008 

Governance 2.9 1.9 0.16 

Environment -3.6 1.3 0.025 

R sq  0.4
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Moreover, the second model involved multivariate regression 

analysis to check the impact of growth on all the sustainability 

parameters 

 Model 2: Equality, Civil Society, Governance, Environment = 

α + β0 LogGDP + µ 

In Japan, growth has a positive impact on equality and 

environment (Only significant values are taken in this study for 

analysis). In growth has a positive impact on equality, but has a 

negative impact on the civil society. In Indonesia growth has a 

positive impact on civil society and governance and negative 

impact on equality. In India, growth has a negative impact on 

civil society and environment. 

6. Conclusion:

In 2012, the Boston Consulting Group (BCG) introduced the 

SEDA as a cutting-edge method to evaluate wellbeing. SEDA is 

essentially an objective indicator that compares a country's 

performance to either the entire world's population or to certain 

peers or groupings. In this study, we examined the sustainability 

ratings of the South Asian G20 nations (Japan, South Korea, 

China, Indonesia, and India). The BCG's definition of 

sustainability parameters includes Equity, Civil Society, 

Governance, and Environment. We compared each nation's 

score for sustainable development to the global average and 

discovered that high-income nations like Japan and South Korea 

scored higher than the global average while China, Indonesia, 

and India scored lower. After doing a specification test, we also 

performed regression analysis to evaluate how sustainability 

affected growth. Here we discovered that the environment in 

Japan has a positive influence on growth, equality and civil 

society in South Korea have a good impact on growth, and 

equality in China has a positive impact on growth. Moreover, in 

India, civil society and the environment have a detrimental 

influence on growth, as does equality in Indonesia. We used 

multivariate regression analysis as well to determine how 

expansion might affect sustainability. Growth has a good effect 

on equality and the environment in Japan, and on equality and 

civil society in South Korea. Growth in India has a negative 

impact on civil society and the environment while having a 

favourable influence on civil society and governance in 

Indonesia, but a bad impact on equality. 
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Abstract— The food and beverage which is generally served 
by the vendors onto their trolleys or kiosks usually located on the 
sides of the streets or around busy parks is called street food. 
This usually includes fast food. The increase in the number of 
street food vendors is clearly visible in India, which is reflection 
of the growing demand of street food. So, what makes people to 
purchase this street food? This study looks at various aspects 
such as Location of the street food kiosk, taste of the food, quality 
of the ingredients used, hygienic conditions of the kiosk, personal 
grooming of the food handler and value for money. A 
questionnaire was developed containing questions pertaining to 
these factors and circulated online for data collection. Data was 
analyzed using MS Excel and presented in the form of tables and 
figures. The study intended to identify the most influential 
factors affecting street food purchase intentions. Taste emerged 
as the most influential factor for making a purchase decision but 
also found that consumers give ample thought to the aspect of 
cleanliness, value for money and also the quality of ingredients. 
The location of the street food kiosk/stall does not matter if the 
other factors are taken care of.

Keywords— Street food, purchase intention, consumer 
preferences, purchase decision, fast food 

I. INTRODUCTION

Food and beverage business in the recent times have 
flourished as evident by the number of the new food and 
beverage outlets coming up in the neighborhoods even after 
facing a devastating pandemic. People have moved onto the 

concept of eating out more often than earlier. This increase in 
people eating out can be attributed to increased number of 
street food vendors. 
Street food means the food and beverages usually sold by 
vendors on the busy street who come from the informal sector. 
These vendors use non permanent structures (kiosks/stalls) on 
the pavement of the street to sell their food and beverages 
items and also sell their items at relatively lower price than the 
other food and beverage service outlets. Generally a few 
number of food and beverage items are available for sale at 
such outlets including some snacks and sometimes some 
cooked food items as well [1]. 
These street food kiosks or stalls are also a form of restaurant 
even when these are not a part of formal economy system. The 
consumers of these outlets comes from various socio-cultural 
background, thus have different preferences while selecting a 
place to eat out [2]. The impact of pandemic on restaurant 
business [3]–[5]has mandated it for street food vendors to 
understand the factors which affect the purchase decisions of 
their customers. 

II. REVIEW OF LITERATURE

Several researches have been carried out by researchers to find 
out the answer to the above stated question. [6] found out in 
their research that food quality is the most important factor 
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which consumers considered while making a selection of the 
restaurant to eat at. In other study, [7] found that the most 
influential factors in selection of a restaurant are surroundings, 
customer turnover, location price, quality of food, quality of 
service and the type of food served. A similar study carried 
out by [8] found these factors to be – price of meal, past 
experience, reputation among people of that restaurant, 
location, advertisement, grooming of the staff and appearances 
of the other customers. [9] also in their research carried out in 
2016 found the factors influencing the restaurant selection to 
be service quality at the top followed up by food quality and 
ambience respectively. 
Restaurant selection decision many a times also depend on the 
age, gender and income of the individual. [10] stated that age 
is the most influential factor while selecting a restaurant. [11] 
in their carried out in Dhaka city of Bangladesh listed the 
influencing factors while decision making of eating out as- 
customer service to be at the top followed up by maintenance 
of privacy, brand name, availability of readymade food 
respectively,  as the preferences of respondents. 

III. OBJECTIVES OF THE STUDY

1. To find various factors affecting purchase intention of
street food.

2. To find out the most influential factor affecting purchase
intention.

IV. METHODOLOGY

This study was carried by using both the primary and 
secondary data. Based on the secondary data factors were 
identified as- 

a. Location of the street food kiosk
b. Taste of the food
c. Quality of the ingredients used
d. Hygienic conditions of the kiosk
e. Personal grooming of the food handler
f. Value for money

Two other factors were also added onto these- g. Cleanliness 
of the area around kiosk and food safety measures undertaken. 
The addition of these two factors can be justified as these 
kiosks are usually non temporary structures and more often a 
hand pulled cart; hence these will not have ambience as a 
factor but the surroundings may account for the ambience.
Data collection
Based on these factors a questionnaire was developed which 
had two parts. Part-I contained the questions mainly pertaining 
to the demography and Part-II had the above mentioned 
factors to be rated on Likert scale of 5 where 1 denoted the 

least preferred factor and 5 denoted the most preferred factor. 
The respondents were selected by using convenience sampling 
method. The questionnaire was developed using Google forms 
and circulated using social media platforms primarily 
WhatsApp between 20th Feb, 2019 to 02nd March, 2019. The 
response to the questionnaire was blocked after 02nd march 
and incomplete answers were removed.
Analytical tools
Mean and Standard deviation were calculated using Excel for 
analysis of the questions pertaining to the Part-II of the 
questionnaire and simple percentage was used for demography 
related questions pertaining to Part-I of the questionnaire. A 
total of 198 responses were received from all the mediums 
including WhatsApp, Facebook etc. Out of these 198 
responses, three were removed as these did not cover all the 
questions asked, hence, treated as incomplete. A comparative 
analysis was carried out on the basis of the frequency of visit. 
For this the responses against ‘Only once in a week’ and 
‘Twice in a week’ were analysed as the other frequencies had 
received negligible responses. 

V. RESULTS & DISCUSSION

a. DEMOGRAPHIC ANALYSIS
Out of the 195 valid responses, as depicted in figure 1, 138 
belonged to the age group 16-26 years understandably as the 
questionnaire was also distributed among the students in 
Punjab and Haryana. 48 belonged to 26-36 years age group 
and 9 belonged to 36-46 years. 

Figure 1- Age group wise distribution of respondents

When monthly income of these respondents was analysed 96 
of 195 had it lower than 10000 (INR) a month, 60 had it more 
than 10000 but less than 30000 (INR), 18 had more than 
30000 but less than 50000 and 21 had it more than 50000 
(INR). The distribution of the income levels is presented in the 
Figure-2.
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Figure 2- Income level of the respondents

On the parameter of frequency of eating street food 114 had it 
only once in a week, 48 had twice in a week, 21 had it three to 
four times in a week, 6 each had it five to six times in a week 
and daily. This is depicted in the below mentioned Figure 3
.

Figure 3- Frequency of eating street food in a week

b. ANALYSIS OF FACTORS AFFECTING
PURCHASE INTENTION

Below mentioned Table-I shows the factors and their means 
and standard deviation in the responses to the factors affecting 
the purchase intention of street food.

Table-I FACTORS AFFECTING PURCHASE 
INTENTION

Factors ‘n’ Mean SD Variance
Taste of the food 195 3.63 1.23 1.52
Personal grooming of the 
food handler

195 3.53 1.19 1.43

Food safety measures 
undertaken

195 3.37 1.18 1.37

Quality of the ingredients 
used

195 3.35 1.23 1.52

Value for money 195 3.35 1.36 1.85
Hygienic conditions of 
the kiosk

195 3.27 1.30 1.70

Cleanliness of the area 
around kiosk

195 3.20 1.25 1.57

Location of the kiosk 195 3.13 1.27 1.62

From the above table and calculation of data, it is clear that 
taste of the food is the most influential factor for consumers 
while making a choice of street food outlet with a mean value 
of 3.63. Grooming of the food handler also matter a lot with 
the consumers as the mean value of 3.53 places it right behind 
taste of food at second spot of preferences. Value for money 
and quality of ingredients used, have received equal mean 
value of 3.35 which reflects that the consumers are not only 
concerned with the monetary aspects or cost factor but also 
give it an equal importance with the quality of ingredients. 
Next comes hygienic conditions at the kiosk with a mean 
value of 3.27 followed by cleanliness around the kiosk with 
mean value of 3.20. [12] have identified cleanliness to be the 
most critical factor. The least influencing factor among these 
is the location of kiosk with the least mean value of 3.13 
which contrary to the findings of [13].
So on a preference list can be prepared of factors influencing 
as-

1. Taste of the food
2. Personal grooming of the food handler
3. Food safety measures undertaken
4. Quality of the ingredients used
5. Value for money
6. Hygienic conditions of the kiosk
7. Cleanliness of the area around kiosk
8. Location of the kiosk

c. COMPARATIVE ANALYSIS
For better understanding the effect of the factors on purchase 
intention, a comparative analysis was carried out and 
presented in the form of Table-II, Table-III, Table-IV and 
Figure-4.

Table- II represents the factors and performance in 
terms of purchase intentions of consumers eating street food 
only once in a week. 114 person have responded to having 
street food only once in a week.

From the table below and calculation of data, it is 
clear that ‘Personal grooming of the food handler’ is the most 
influential factor for consumers while making a choice of 
street food outlet with a mean value of 3.63. ‘Taste of the 
food’ also matter a lot with the consumers as the mean value 
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of 3.31 followed by ‘Food safety measures undertaken’ with a 
mean value of 3.26. This is in concurrence with the study 
carried out by [14] where they listed food safety and taste to 
be the top factors. Behind these factors stand ‘Value for 
money’ and ‘Quality of ingredients used’ with both having the 
same mean value of 3.15. Location of kiosk received a mean 
value of 3.02 to be at 6th place among the 8 factors.  ‘Hygienic 
conditions of the kiosk’ and ‘Cleanliness of the area around 
kiosk’ remain at the last with a mean value of 2.92 and 2.90 
respectively. 

Table-II ANALYSIS OF PURCHASE INTENTION OF 
CONSUMERS EATING ONLY ONCE IN A WEEK

Factors ‘n’ Mean SD Variance
Personal grooming of the 
food handler

114 3.47 1.32 1.77

Taste of the food 114 3.31 1.34 1.89
Food safety measures 
undertaken

114 3.26 1.33 1.82

Value for money 114 3.15 1.52 2.40

Quality of ingredients 
used

114 3.15 1.37 1.97

Location of the kiosk 114 3.02 1.40 2.02
Hygienic conditions of 
the kiosk

114 2.92 1.42 2.12

Cleanliness of the area 
around kiosk

114 2.90 1.35 1.88

Table-III presents the responses and analysis of the consumers 
who eat street food twice in a week. 48 respondents have 
responded to having street food twice in a week.

Table-III ANALYSIS OF PURCHASE INTENTION OF 
CONSUMERS EATING ONLY ONCE IN A WEEK

Factors ‘n’ Mean SD Variance
Taste of the food 48 3.81 0.89 0.80
Hygienic conditions of 
the kiosk

48 3.69 0.93 0.87

Personal grooming of the 
food handler

48 3.69 0.59 0.35

Cleanliness of the area 
around kiosk

48 3.56 0.94 0.90

Food safety measures 
undertaken

48 3.50 0.72 0.510

Quality of ingredients 
used

48 3.50 0.80 0.65

Value for money 48 3.31 1.12 1.25
Location of the kiosk 48 3.06 1.10 1.22

From the above table and calculation of data, it is clear that 
‘Taste of the food’ is the most influential factor for consumers 
while making a choice of street food outlet with a mean value 
of 3.81. This has also been identified in the study related to 
fast food outlet by [15]. ‘Hygienic conditions of the kiosk’ and 
‘Personal grooming of the food handler’ also matter a lot for 
the consumers as the mean value of 3.69 places both of these 
factors right behind ‘Taste of food’ in the order of preferences. 
‘Cleanliness of the area around kiosk’ is next on the list with a 
mean value of 3.56 followed by ‘Food safety measures 
undertaken’ and ‘Quality of ingredients used’ with equal mean 
value of 3.50. ‘Value of money’ received a mean value of 
3.31placing it as second last in the list whereas [16] found 
menu price to  be the most important factor. The least 
influencing factor among these is the ‘Location of the kiosk’ 
with the least mean value of 3.06.

A comparative analysis of ‘Overall analysis’ and the 
two selected frequencies ‘Once in a week’ and ‘Twice in a 
week’ is being presented in Figure-4 and is being tabulated in 
Table-IV.

Figure 4- Comparative analysis
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Table-IV COMAPARATIVE ANALYSIS ON BASIS 
OF FREQUENCY OF CONSUMPTION

Factors / 
Frequency 

Once 
in a week

Twice 
in a week

Overall 
analysis

Personal 
grooming of 

the food 
handler

3.47 3.69 3.53

Taste of the 
food

3.31 3.81 3.63

Food safety 
measures 

undertaken

3.26 3.50 3.37

Value for 
money

3.15 3.31 3.35

Quality of 
ingredients 

used

3.15 3.50 3.35

Location of 
kiosk

3.02 3.06 3.13

Hygienic 
conditions of 

the kiosk

2.92 3.69 3.27

Cleanliness 
of the area 

around kiosk

2.90 3.56 3.20

From the analysis presented in Table-IV and Figure-4, it is 
clear that ‘Taste of food’ is the most significant factor 
affecting the purchase intention. Other very significant factors 
are related to the hygiene i.e. ‘Personal grooming of the food 
handler’, ‘Food safety measures undertaken’, ‘Hygienic 
conditions of the kiosk’ and ‘Cleanliness of the area around 
kiosk’. [17] & [18] in their study mentioned cleanliness to be 
the most important attribute of the food outlets.   ‘Location of 
the kiosk’ and ‘Value for money’ are less significant factors.

VI. CONCLUSION

The study has found that though the street food provides easy 
access to the consumers still the location of the street food 
kiosk/stall is the least preferred factor for the consumers. The 
other aspect of street food is that it is cheap, whereas the study 
found that value for money comes at third place that too 
sharing equal importance with quality of ingredients used. 
Taste of the food emerged as the top preferred factor among 
the consumers of the street food and the consumers also give 
importance to the grooming of the food handler at the kiosk, 
which is reflected by being the second most influential factor 
for choosing a street food kiosk. Study also reflected that 

cleanliness of the surroundings means where the kiosk is 
located area around that place also matters while making a 
decision by ranking it at 5th spot by the consumers just below 
the hygienic conditions at the kiosk. It shows that it is not only 
important to maintain hygienic condition on the kiosk but also 
in the areas around it.

VII. LIMITATION AND FURTHER SCOPE OF
STUDY

Data size was limited for such a study. An extensive study 
with larger data size may also be conducted to have a better 
insight of the consumer preferences. An aspect related to food 
safety may also be studied in future studies. 
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Abstract— 

Purpose-With particular emphasis on the service 
rendered by the service provider and the perception 
developed while using the services, we explored the factors 
that affect the consumer's decision on customer satisfaction 
in credence services in this research work. 

Design/methodology/approach – The responses are 
gathered through the use of a structured questionnaire from 
the consumers and the question regarding the services taken 
& other information which mostly contributing for selecting 
the service provider was undertaken during the survey with 
300 patients or relatives of these patients participated in the 
study, and their observation for a variety of credence 
services was examined. 

Findings – The findings show that greater customer 
offerings lead to higher consumer satisfaction which leads 
the increased chance of selection during reconsidering the 
service provider. However, the consumer inspiration, 
knowledge and combined with provider reliability, this 
results in a decision-making offering. The most significant 
source of credibility is sovereignty. 

Research Limitation/implications- The findings of 
this study are based on the areas of Delhi & NCR, 
Lucknow, and Barabanki, and other earlier studies have 
offered other strategies for increasing satisfaction. It would 
be beneficial to investigate more thoroughly if consistency 
in care and efficiency in hospital care have a significant 
effect in patient satisfaction. 

Originality/ Value- The study illustrates the methods 
used for information searches with consistency in the 
treatment & Efficiency in the delivery of credence services 
in hospitals has a wide variety of criteria to increase the 
credibility of the service provider. The conclusions made 
from the study's findings are unique in this field of study 
and make use of the value of a credibility service when 
choosing a service provider for the following round of 
choices. 

Keywords— Credence service, Customer satisfaction, 
Health Care, Decision making (key words) 

I. INTRODUCTION

The idea of engagement has drawn significant attention 
from a variety of academic fields, including information 
systems, corporate management, marketing, and other 
social sciences(alford, 1996; Ali, 2016). In marketing-
related research, some aspects of customer interaction are 
especially examined with reference to brands, 
organizations, product management, and brand 

communities. Realizing sales and marketing goals is 
influenced favorably by customer engagement(Asnawi et 
al., 2019). However, there isn't much agreement on the 
definition, scope, and operationalization of the idea of 
customer involvement. The relationship between brands 
and customer relations has also been explored in regards to 
customer involvement (Batbaatar et al., 2017). Studies' 
contexts and conceptualizations of customer engagement, 
as well as potential antecedents, have varied. Thus, it can be 
safely inferred that the definition and understanding of the 
idea of customer involvement need to be improved (Carlin 
et al., 2012; Chocarro et al., 2018). Customer loyalty is a 
key goal for strategic marketing strategy and serves as a 
crucial foundation for creating a long-lasting competitive 
advantage. According to several academics, client loyalty 
and business performance are positively correlated(Fatima 
et al., 2018). Loyalty among customers increases the worth 
of a company and lowers operating expenses(Goel & 
Srivastava, 2018). Reduced time is required when 
businesses look for new clients due to increased value and 
cost savings. Credence services are distinguished by a high 
degree of knowledge asymmetry, in which the service 
provider establishes the needs of the clients(Hamilton et al., 
2013). Health services are under the category of credibility 
products or services since it is extremely difficult or 
impossible for the user to judge or access them, even after 
using them. Few research have examined patients' views of 
healthcare quality in the setting of private healthcare in 
India, despite the acknowledgment from international 
experts. 

Recently, quality control has grown to be an essential 
part of providing healthcare services globally(Kumar et al., 
2018). Nelson claimed in 1970 that goods are evaluated 
based on their characteristics and any traits that can only be 
seen after a purchase (i.e. experience qualities). This 
chapter gives an overview of how Indian customers assess 
service quality and suggests improvements that could 
increase customer satisfaction. 

To include all the necessary material, this paper is 
primarily organized into seven subsections, which are as 
follows: Introduction, Conceptual background and 
hypothesis, Methodology, Analysis & Findings, Discussion 
and Conclusion, Implications of the Study, Future Research 
& Limitation of the study and reference & Annexure 

II. CONCEPTUAL BACKGROUND AND HYPOTHESES

A. Loyalty

There are two aspects of loyalty that are mentioned in many 

definitions: the behavioural aspect and the attitudinal part 
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(Agrawal et al., 2019). Customer repeat business is what 

researchers refer to as behavioural loyalty, and they 

typically gauge this element using observational methods. 

Both the continuation of the relationship and the propensity 

to stay in the relationship are positively impacted by 
attitude loyalty (Al-Abri & Al-Balushi, 2014). Loyalty is 

the commitment of the customer to uphold a connection and 

a devotion to regularly purchase the good or service (Al-

Damen, 2017). Although customer happiness may not 

always be the driving force behind client loyalty, it is safe 

to conclude that happy consumers are more devoted. 

B. Loyalty & Satisfaction

Customer satisfaction refers to a general attitude developed 

as a result of the experience after a customer's purchase of a 

good or use of a service. It shows satisfaction with the good 

or service. Customers use satisfaction to forecast future 

experiences with service providers by rating their 

interactions with them up to this point. Numerous studies 
have shown that the interpersonal component of care is 

valued higher than the components of care that are 

influenced by financial resources, especially tangibles. But 

as the length of the patient's stay increased, tangibles 

became more significant. Service quality, product quality, 

price, as well as contextual and individualised elements, all 

have an impact on the general feeling of satisfaction. One 

of the precursors to consumer loyalty is satisfaction. 

Customer loyalty is positively impacted by satisfaction. 

Although customer happiness may not always be the 

driving force behind client loyalty, it is safe to conclude that 

happy consumers are more devoted. 

C. Loyalty & Satisfaction

In literature, trust has been extensively discussed.
According to one definition, trust is when one party has 
faith that the other party will meet their demands. When it 
comes to services, trust is the conviction a consumer has 
that the service provider will meet their needs and deliver 
the service. A party's faith in the dependability and honesty 
of his partner is a more general definition of trust (Suhonen 
et al., 2012) . This definition is applicable in a variety of 
situations, including trades in commodities and services. 
Trust has two components: perceived compassion and 
believability. Fuzzy set theory was used to compare the 
services offered by various hospitals based on the 
characteristics of the SERVQUAL model because standard 
methods to quantify the aspects of service quality were 
insufficient. The priority weights for each dimension were 
determined using a fuzzy analytical hierarchy technique. 
Hospitals were ranked according to an overall performance 
metric that was developed (Voorhees et al., 2017). Trust has 
a key role in mediating customer behaviour before and after 
a purchase, which can foster long-term loyalty and improve 
the two parties' connection. Similar to loyalty, trust is a 
unique psychological state that only exists in specific types 
of relationships. When a customer has faith in a business, 
they are confident in the organization's ability to deliver 
high-quality services and goods. 

D. Loyalty & Satisfaction

In literature, trust has been extensively discussed.
According to one definition, trust is when one party has 
faith that the other party will meet their demands. When it 

comes to services, trust is the conviction a consumer has 
that the service provider will meet their needs and deliver 
the service. A party's faith in the dependability and honesty 
of his partner is a more general definition of trust (Suhonen 
et al., 2012) . This definition is applicable in a variety of 
situations, including trades in commodities and services. 
Trust has two components: perceived compassion and 
believability. Fuzzy set theory was used to compare the 
services offered by various hospitals based on the 
characteristics of the SERVQUAL model because standard 
methods to quantify the aspects of service quality were 
insufficient. The priority weights for each dimension were 
determined using a fuzzy analytical hierarchy technique. 
Hospitals were ranked according to an overall performance 
metric that was developed (Voorhees et al., 2017). Trust has 
a key role in mediating customer behaviour before and after 
a purchase, which can foster long-term loyalty and improve 
the two parties' connection. Similar to loyalty, trust is a 
unique psychological state that only exists in specific types 
of relationships. When a customer has faith in a business, 
they are confident in the organization's ability to deliver 
high-quality services and goods. 

E. Loyalty & Self-Expressive Behaviour

An individual dynamically creates the Self, as an
abstract idea, through consuming. The self is "a symbolic 
project, which the individual must actively construct out of 
available symbolic resources, materials which the 
individual weaves into a coherent account of who he or she 
is, a story of self-identity," according to Thompson. "The 
generally consistent schemata of oneself that are 
generalised to the extent that they refer to an individual's 
perception of him- or herself across diverse settings," is 
how self-concept has been defined (Tyser et al., 2016). The 
generalised image of a product user created by advertising 
is known as the personal image or product user image. In 
addition to their practical value, trademarks are consumed 
for the symbolic associations that are presented in their 
image (Xiong Chen et al., 2008). According to earlier 
studies, consumer behaviour is directly influenced by how 
similar the product-user image is seen to be to the 
consumer's own self-image. 

F. Loyalty & Self-Expressive Behaviour

Social networking sites were first proposed as platforms
for information sharing, but they have gradually changed 
into venues for social interaction. Interaction on brand 
pages typically takes the form of sharing thoughts, 
experiences, and reviews pertaining to the brands in 
question (Thayaparan & Mahdi, 2013). The need for 
customer connection has grown to the point that the 
majority of brand pages now solicit feedback and promote 
conversation. The building of visitors' social identities with 
the brands is another benefit of such support (Suhonen et 
al., 2012). We therefore postulate that raising consumer 
interaction will raise social identity and, ultimately, 

customer engagement. 

III. RELATIONSHIP QUALITY

Relationship marketing, which includes marketing efforts 

that attract, develop, maintain, and strengthen client 

relationships, has been used in a wide range of industries to 

build long-lasting customer relationships. Customers 
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consider the connection as a whole and evaluate it based on 

prior interactions, projections, objectives, and aspirations. 

Customer loyalty has been favourably correlated with 

relationship quality (Sitio & Ali, 2019). No single definition 

of relationship quality exists. Relationship quality has been 
described as a construct with various elements. In the 

middle of the 1990s, relationship marketing gained 

popularity and visibility in both marketing practise and 

academic research. As a result of the growing interest of 

scholars, various themes, including the Anglo-Australian 

approach to relationship marketing, the Nordic approach to 

relationship marketing, and the North American 

relationship marketing approach, were developed (Spake & 

Megehee, 2010). Establishing long-term relationships with 

alternative consumer stakeholders at a profit through 

reciprocal exchange and guarantee fulfilment is known as 

relationship marketing. 
It is the ultimate purpose of B2B to create a stable 

relationship between the organisations since only through 

trust, loyalty, and satisfaction can this be done(Mattila & 

Wirtz, 2002). Due to the significance of the service and the 

close relationship between customers and marketers, as well 

as the fact that relationship marketing involves providing 

intangible and perishable services directly to end users, 

many researchers have looked into the concepts of trust 

(Mazaheri et al., 2012) and commitment (Panda, November 

2014) as keys for success. 

Service Quality 

Service managers must comprehend how customer 

satisfaction levels are affected by perceptions of their 

performance on service quality parameters. According to 

the literature, customer satisfaction has a beneficial impact 

on outcomes including repeat business, customer loyalty, 

store sales performance, and profitability. As a result of 
discussions about service quality, it has become clear that 

the idea is intangible, heterogeneous, and interconnected. 

The gap between what customers expect and how that is 

perceived by them is another way to describe service 

quality. Access, communication, courtesy, competence, 

trustworthiness, reliability, responsiveness, security, 

comprehension, and tangibles were among the topics 

covered in focus groups conducted by Parasuraman et al. 

with service providers and clients. Some contend that 

SERVPERE, which focuses solely on performance 

measurement, is a superior approach and that SERVQUAL, 
which bases its measurements on performance-minus-

expectations (or gaps), is ineffective. 

IV. CONCEPTUAL MODEL OF THE RESEARCH

This study uses a model to examine how commitment, Self-

Expressive Behaviour, and relationship quality affect 

consumer loyalty. Customer loyalty is significantly 
impacted by both relationship traits, such as satisfaction, 

trust, and commitment.  

Figure 1. Conceptual model of research 

Source: Author’s Contribution 

V. STATISTICAL HYPOTHESIS 

In Five further hypotheses can therefore be developed 

based on the discussion above. 

H1: Satisfaction has positive effect on customer loyalty. 

H2: Trust has positive effect on customer loyalty. 

H3: Social Interaction has positive effect on customer 

Loyalty. 

H4: The quality of social interaction influences the 

customer engagement with increased Loyalty. 

H5: Service quality has significantly positive or negative 

effect on satisfaction. 

All the hypotheses discussed above are visually presented 

in Figure 1. 

The analysis's data were gathered using a questionnaire 

survey. To ensure content validity, most of the scales used 
to measure the components in this study were derived from 

earlier research. 

For the current study, the survey was carried out in three 

stages: qualitative field interviews were conducted first, 

then a pilot study, and finally a questionnaire was used for 

the last step. In order to define the structures and 

framework of the study, 15 exploratory interviews were 

done (5 with academics, 2 with business professionals, and 

8 with end users). The academics were chosen based on 

their knowledge of the fields. The specialists in the field 

were professionals working in marketing-related 
professions. The specialists were chosen from the writers' 

network of friends. Using convenience sample, the 

respondents who were end users were chosen. 40 to 60 

minutes were allotted for each interview. This stage was 

essential for the instrument's development. The instrument 

was then examined by academic and researcher for flaws 

with its face validity and content validity. Later, utilising 

the instrument pilot research was carried out with 150 

responders. The purpose of the pilot study was to evaluate 

the validity of the scales that the instrument employed to 

measure several components. The final sample for the 

research among students, executives, and alumni of an 
urban institution was chosen after analysing the data from 

these preliminary responders. The sample had a wide range 

of important demographic characteristics, including health 

literacy. A screening questionnaire was done with nearly 

645 respondents to see whether they were actively 

participating in the treatment process and having exposure 

to brand and loyalty. The final questionnaire was rolled out 

with 535 responders who were deemed eligible. Only 517 

fully completed surveys were received. However, 500 was 

the final acceptable sample when questionable pattern data, 

outliers, etc. were removed. 

VI. ANALYSIS AND RESULT

Covariance-based (CB) SEM was employed (AMOS). 

First, the measuring model's psychometric evaluation was 

done. The structural model was then assessed. This line of 

analysis gives assurance that the measurements used reflect 

the structural relationships being investigated and have the 

appropriate psychometric qualities. 
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A. Measurement Model

As a second-order construct, customer involvement 

emerged. Customer engagement was identified as a three-

factor second-order reflective construct in the confirmatory 

factor analysis (CFA). As the CFA revealed strong 

connections between the four components, the second order 

was taken into consideration. The findings unequivocally 

demonstrate that trust, social interaction, relationship 

quality, and service quality all contribute to consumer 

engagement. The model with the latent variables appears to 

provide a decent fit to the data, according to the fit indices 
(χ2 /df = 3.65, GFI = 0.89, RMSEA = 0.074, NFI = 0.884, 

CFI = 0.82). Customer involvement was therefore a 

comprehensive construct that included the four sub-

constructs. First-order reflective constructions made up the 

remaining four constructs. 

B. Reliability and Validity of Constructs

To determine how closely the scale items were related 

theoretically, a test of convergent validity was run. Three 

criteria were used to determine whether a test's convergent 

validity: 1) a composite reliability score of at least 0.70; 2) 

an average variance extraction score of at least 0.50; and 3) 

item loadings greater than 0.50 on the predicted component 

and less than 0.40 on other factors. 

Table 1. Descriptive statistics of the sample. 

Category Frequency Percent 

Gender Male 386 77.2 

Female 114 22.8 

Age 18-25 Years
68 13.6 

26-35 Years
295 59.0 

35-55 Years
137 27.4 

Education High school 

pass 40 8.0 

Intermediate 
130 26.0 

Graduate 285 57.0 

Post 
Graduate/ 

Professional 

45 9.0 

Occupation Student 68 13.6 

Salaried 

Class 
159 31.8 

Daily ways 

Earner/ Blue 

color Job 

68 13.6 

House wise 
69 13.8 

Business/Self 

Employed 136 27.2 

Source: Author’s Contribution 

Table 2 demonstrates that all convergent validity 

requirements were satisfied, including that item loadings 

were more than 0.60 and that CR values varied from 0.51 to 

0.60. 

C. Structural Model

We utilised AMOS20 to determine if the empirical data fit 

the suggested model for the SEM model. Trust, information 

quality, self-expressive behaviour, Relation Factor were 

among the latent components described by the model's 21 

items. The criteria used in the SEM were as suggested by 

(Chawki Derbali1, 2015). All other fit indices were 

satisfactory in table 3, even if the GFI value (0.87) was a 

little lower than the suggested value (0.90). The outcomes 
therefore showed that our research model and the empirical 

data had a good model match. AMOS provides raw and 

standardised estimates, standard errors, and test statistics for 

all defined paths in order to evaluate the importance of each 

hypothesised path in the research model. Figure 2 displays 

the outcome of the structural equation model. The model 

provided support for all the relationships. The model 

explained 89% of the variation in consumer involvement. 

Customer engagement is significantly and favourably 

correlated with interpersonal interaction, and it is also 

positively correlated with self-expressive behaviour. 

Table 2. AVE, CR and other statistics. 

Contents 

No 

of 

Items 

Validity 

= √α 

Reliability 

(α) CR AVE 

Information 

quality 

Factor 3 0.934 0.936 0.598 0.741 

Self-

Expressive 

Behaviour 

Factor 6 0.88 0.885 0.571 0.666 

Trust factor 4 0.886 0.863 0.550 0.808 

Relation 

Factor 7 0.938 0.943 0.609 0.559 

Overall 19 0.962 0.965 0.515 0.899 

Source: Author’s Contribution  

Note: α = Cronbach’s Alpha, AVE = Average Variance 

Extracted, CR = Composite Reliability. 

Table 3. Results of hypotheses test and fit indices 

Fit indices 

χ2/

df 

RMSE

A GFI 

AG

FI CFI NFI 

Recommende

d value <3 <0.08 

>0.9

0

>0.8

0

>0.9

0

>0.9

0

Value in This 

Study 

2.9

3 0.075 0.92 0.86 0.93 0.92 

D. Discussion

An individual dynamically creates the Self, as an
abstract idea, through consuming. The self is "a symbolic 
project, which the individual must actively construct out of 
available symbolic resources, materials which the 
individual weaves into a coherent account of who he or she 
is, a story of self-identity," according to Thompson. "The 
generally consistent schemata of oneself that are 
generalised to the extent that they refer to an individual's 
perception of him- or herself across diverse settings," is 
how self-concept has been defined (Tyser et al., 2016). The 
generalised image of a product user created by advertising 
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is known as the personal image or product user image. In 
addition to their practical value, trademarks are consumed 
for the symbolic associations that are presented in their 
image (Xiong Chen et al., 2008). According to earlier 
studies, consumer behaviour is directly influenced by how 
similar the product-user image is seen to be to the 
consumer's own self-image. 

VII. CONCULUSION

Social The literature review was used to generate the 

hypotheses for this study. Now, based on the completed 

investigation, we may draw the following conclusion: In 

service business organisations, customer satisfaction with 

the hospital has the greatest positive impact on customer 

loyalty. Following satisfaction, the variable of mental 
image has the greatest positive impact, and after this 

variable, the variables of trust and commitment have the 

greatest positive impacts on customer loyalty, respectively. 

We also concluded that the impact of service quality on 

satisfaction outweighs the impact on trust. Therefore, the 

study makes two contributions to the body of knowledge 

already available on customer involvement. The depth of 

client engagement in the context of image building of brand 

is thoroughly investigated first. There hasn't been much 

empirical research done in this area thus far. Second, the 

study increases our knowledge of the function of Self-
Expressive Behaviour Factor, its connection to customer 

engagement, and its causes. 

The staff members who have direct contact with customers 

can understand their requirements and wants and to respond 

to them appropriately. Employee satisfaction and problem-

solving through good customer relations. Additionally, it 

can be argued that employees who are happy in their jobs 

have the energy to sympathise with customers. In this 

regard, we could suggest taking the following actions: using 

universally accepted standards of quality and monitoring 

how often they are applied: Today, everyone is aware of 

how important service quality is to achieving customer 
pleasure. 

Customer commitment and customer satisfaction have been 

determined to be most closely related (0.812). According to 

(Tsai et al., 2015) customer satisfaction has the most 

influence on customer commitment. This is in line with 

(Sitio & Ali, 2019), who found that satisfaction has a 

positive effect on commitment. If clients are happy with the 

services provided by ATMs, they will continue to use those 

services until a more advantageous and superior technology 

emerges to take its place. 

The study has a few limitations. The study's design does not 
account for the variations among all health platforms. 

Comparative analysis of this platform's influence on the 

factors that lead to consumer engagement would be 

fascinating. The variances in involvement for various brand 

categories would be a fascinating area to investigate. We 

don't find a lot of empirical data on how brand categories 

affect consumer involvement. 

Figure 2. Structural equation model. 

Table 4 Total Variance Explained 

Total Variance Explained 

Co
mpo

nent 

Initial 

Eigenvalues 

Extraction 

Sums of 

Squared 

Loadings 

Rotation 

Sums of 

Squared 

Loadings 

To

tal 

% 

of 

Va
ria

nce 

Cum

ulati
ve 

% 

T
ot

al 

% 

of 

Va
ria

nce 

Cum

ulati
ve 

% 

T

o
ta

l 

% 

of 

Va
ria

nce 

Cum

ulati
ve 

% 

1 
12

.1
03 

60.

51
5 

60.5
15 

12

.1
03 

60.

51
5 

60.5
15 

5.

0
6

1 

25.

30
7 

25.3
07 

2 
1.

77

1 

8.8

54 

69.3

69 

1.

77

1 

8.8

54 

69.3

69 

5.

0

3

6 

25.

18

2 

50.4

89 

3 
1.

56

5 

7.8

25 

77.1

94 

1.

56

5 

7.8

25 

77.1

94 

3.

9

4

1 

19.

70

7 

70.1

96 

4 
1.
39

8 

6.9
90 

84.1
84 

1.
39

8 

6.9
90 

84.1
84 

2.

7
9

8 

13.
98

8 

84.1
84 

5 .8

53 

4.2

67 

88.4

50 

6 .6

65 

3.3

26 

91.7

76 

7 .4

93 

2.4

67 

94.2

43 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 235



8 .3

99 

1.9

97 

96.2

40 

9 .2

48 

1.2

41 

97.4

80 

10 .1
53 

.76
7 

98.2
48 

11 .0

95 

.47

7 

98.7

24 

12 .0

84 

.42

0 

99.1

45 

13 .0

65 

.32

3 

99.4

68 

14 .0

52 

.26

2 

99.7

30 

15 .0

34 

.16

8 

99.8

98 

16 .0
14 

.07
1 

99.9
69 

17 .0

04 

.02

2 

99.9

91 

18 .0

01 

.00

6 

99.9

97 

19 .0

01 

.00

3 

100.

000 

20 -

7.

83

3E
-

17 

-

3.9

16

E-
16 

100.

000 

Extraction Method: Principal Component Analysis. 

Component Matrixa 

Component 

1 2 3 4 

Q1: I find the 

information 

provided by 

hospital to be 

valuable 

.834 

Q1: I think this 

displayed 

information is a 
valuable source of 

information 

.757 

Q1: There is unique 

information 

available at help 

desk 

.830 

Q2: Portrays an 

image of me to 

others 

.789 

Q2: Part of my self-

image 
.792 

Q2: Tells others 
about me 

.761 

Q2: Others use to 

judge me 
.743 .522 

Q2: Form of self-

expression 
.852 

Q2: Creates a 

certain image 
.667 

Q3 Time take in 

attending patient 
.592 

Q3: Nurses listen 
carefully 

.758 

Q3: Nurses treat 

with courtesy and 

respect 

.794 

Q3: Nurses explain 

things in an 

understandable way 

.792 

Q4: Staff explained 

what medication 

was for 

.766 

Q4: Nurses treat 

with courtesy and 
respect 

.851 

Q4: Nurses listen 

carefully 
.845 

Q4: Nurses explain 

things in an 

understandable way 

.914 

Q4: Visits of doctor 

was regular 
.706 .619 

Q4: Doctors listen 

carefully 
.751 .565 

Q4: Doctors treat 
with courtesy and 

respect 

.832 

Extraction Method: Principal Component Analysis. 

a. 4 components extracted.
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Abstract—Emergence of mobile apps has a significant impact on 
businesses in India. Success of a lot of businesses in India    are 
dependent on the online applications which are widely used by the 
people in the country. These apps have positively as well as 
negatively impacted the restaurant’s position in the market 
bringing either success or downfall. 

Mobile apps are the driving force behind the impact on the 
Indian restaurants are food rating and delivery apps like Zomato, 
UberEats, Swiggy, Food Panda etc., Many restaurants specific 
apps, and also search engines like Google are majorly involved   in 
influencing the sales, marketing and branding aspect of a 
restaurant. This paper aims to gain information on the widely used 
mobile apps, word of mouth marketing strategy adopted   by 
restaurants, factors influencing consumer’s decision of either 
ordering food via app or decision to visit a particular restaurant 
influenced by the app through word of mouth, social media’s 
influence on people and restaurant’s brand image and impact 
these apps have on a restaurant in general. 

I. INTRODUCTION

In this era of technological dependence, where according   to 

a survey by bankmycell in 2019, 45.12% of the world’s 

population owns a smartphone. We can say a little lesser than 

every other person in the world makes use of a smartphone and 

its features. Certain factors like availability of smartphones at a 

cheaper rate, availability of internet facility at a reasonable rate, 

emergence of attractive apps and most importantly con- 

venience has led to the rising number of people using mobile 

applications. Therefore, the usage of mobile apps has become a 

tremendously growing trend which has in turn helped a lot of 

businesses to grow. Most of the businesses are now relying on 

online sales and usage of apps because of technological 

advancement and dependence by the potential customers. 

It has been observed that convenience and dependency have 

a direct and positive relationship between them [1]. Similarly, 

mobile apps are a source of convenience to the users, like the 

food applications which provide the delivery services and also 

provides information which helps one take   a decision to visit 

or not visit a restaurant. Just few clicks and fresh hot food will 

be delivered in no time, this is the level of convenience which 

the customers get to enjoy making them dependent on these 

apps. 

The food service industry has started adopting the online 

mode of providing service to a great extent and also marketing 

the brand [2]. The most popular food delivery apps like the 

Zomato, food panda, swiggy and many other also provide 

services to restaurants. The popular chain of restaurants like 

Mcdonalds, KFC, Fasos, Box8 and many others have their own 

apps to extend services to customers, while they have their own 

apps but they also make use of   apps like Zomato and Swiggy 

because of the huge number    of customer base of these food 

delivery apps. Even the airline companies are adopting the 

online mode by providing a service of pre-booking the meals to 

the customers at a discounted rate at the time booking the 

tickets so as to increase the sales of the airline catering service. 

The restaurants have thus started making use of the food rating 

and delivery apps to market themselves and increase the sales. 

The ratings and reviews put up by customers who have actu- 

ally had an experience with the restaurant, food or its services 

influences the decision of the consumer [3]. These ratings and 

reviews are usually posted on various platforms like Zomato, 

google, Tripadvisor, Instagram and many other also play an 

important role in playing with human psyche and consumer 

behaviour. The consumer usually believes in what others 

consumers or peers have actually experienced and not what a 

particular place claims about itself when it comes to taste, 

quality, service and other determinants which affect    a 

customer. Though the restaurant has more experience and 

knowledge when it comes to the food service sector and taste of 

food, which is a subjective concept, Thus the reviews given by 

one person may or may not hold true for the other. 

II. LITERATURE REVIEW

Impact of food delivery apps on restaurants 

A customer’s ease is the main good thing with respect to 

apps, however these systems also are cooperative for the growth 

of eateries and food trade. This impact of digital media has also 

resulted in emergence of innovative techniques while serving 

the customers. They attract the user’s attention by creating 

restaurant-specific app where the menu in coincidence with dish 

name, image and prices are mentioned. Thus, customers can 

place an order easily without any confusion. The paper also 

talks about the change to urban way of life 
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where it is ideal for them to have food-on-the-go and fast 

service to match the busy lifestyle [4]. 

According to Vinaik, Goel, Sahai and Garg [5], majority of 

the population were aware about the food apps and use them for 

ordering food. According to the survey conducted by them 

Zomato is the most known and used food app followed by 

Swiggy, Foodpanda, UberEats and Fasos. A survey was held to 

understand the interest of consumers in mobile food Apps 

which helped them in understanding awareness, feasible factors 

while ordering food, expectations of the consumers and 

dependency of customers on these apps while ordering. 

Jaiswal (2017) states that with the expanding rivalry and 

boundless market, these apps are presenting a lot of advanced 

methods like more discounts are being offered to please the 

customers and to retain them. Foodpanda, Swiggy, Faasos, 

Tinyowl and Zomato are the most popular apps currently used. 

The spread of internet has improved drastically enabling 

customers to make use of these apps. 

Ghadiyali [6] found that the usage of mobile apps and 

internet have increase and are expected to amplified rate in t h e  

future. Their examination indicated that online penetration of 

the application market broke 30 percent in 2016. There have 

been new players with ground-breaking business models such 

as delivering food like diabetic-friendly food, for fitness 

sensitive people, home-made items and many more. Food-tech 

is a spread-out market while food delivery forms a portion of it. 

Impact of mobile apps on consumer’s decision with 

respect to ratings and reviews 

The primary method for obtaining informa- tion and 

decision-making for a customer related to products and services 

have been altered due to the increasing digital era. Zomato has 

excelled this era with respect to obtaining information 

regarding restaurants in India. This case tries to examine the 

challenges faced start-ups in a very competitive food service 

industry and tries to prove that online restaurant business can 

result in a very successful and profitable business. It also 

examines the diversification strategy employed by Zomato. 

Jonathan, B., Sihotang, J. I., & Martin, S. [7] states that the 

Sentiment Analysis can be used for knowing how much a 

person likes a product or ser- vice. Zomato is one such 

application for rating and reviewing restaurants, which can be 

used for sentiment analysis. Review on Zomato can be 

classified with positive, negative, or neutral with their ratings 

and certain keywords on the textual reviews posted. 

In the opinion of [3], in  the  current  digital  age, everyone 

is inundated by opinions, the online ratings systems on various 

media are having an exponential and swift effect on decision 

making. For example, when observed that   a book or certain 

place to stay has given good satisfaction      to the customer, 

they tend to compliment these experiences   by rewarding them 

with good ratings online and this could stimulate the same 

positivity and if satisfied, would also follow the footsteps and 

rate the experience high. 

Food delivery apps v/s traditional form of ordering food 

Gupta [4] states that the Food Delivery Apps have been said 

to have provided a suitable key to the problematic situation of 

busy schedule of the working population who are not able to go 

out to have tasty meals. The need for these apps is largely 

demanded by the millennials who have extensively made us of 

these apps for serving their varied purposes. A good amount of 

money is expended every week on ordering food online 

according to the analysis. 

Usage of online apps for food has come across as one of   the 

fastest rising aspect in the e-commerce business ideas. This 

enables the customers to choose from different types of cuisine 

anytime and from anywhere sitting at home. Additional perks 

like no minimum order, multitudes of payment options, offers 

and discounts have sped up this growth. The companies have 

also introduced their presence in these online platforms to cope 

up with the trend and keep up with customer’s needs [8]. 

Major factors influencing the customers to switch to online 

mode of ordering food is the convenience like the ease of using 

the app, effectiveness, digital payment mode and safety. Apart 

from these primary factors, some of the secondary factors 

include variety, cost affordability, offers, services, quality and 

hygiene. It is found out that very commonly people make use 

of f apps as it is a great alternative to save time and other perks. 

Though there are people who still prefer the traditional form of 

ordering food but get influenced by offers and discounts 

provided by the mobile app [9]. 

According to Jacob [10], various food delivery apps like 

Zomato, Swiggy, Uber eats and others are extensively being 

used for ordering food because of varied perks associated with 

them. Customers can avoid to physically visit an eatery which 

could in turn result in many other perks like time saving, 

reduced cost, reduced waiting time and many more. Lot of 

eateries are observing an upsurge in commercial operations as 

this form is becoming very popular. 

The advent of smartphones has revolutionized the standard 

of living. Just some taps can enable you to receive your food at 

your doorsteps, dining out is in the verge of replacing the 

concept of eating-in. The usage of food delivery apps has 

complemented this concept of eating-in. With an increase in the 

working population of an area, the trend of ready cooked food 

has increased much consideration because of the several 

advantages attached to it. Thus, it has also become important 

for restaurateurs to partner with third party logistics company 

for delivery of food through online mode (Das, 2019). 

Factors considered before visiting a restaurant 

A study about factors affecting the choice of a restaurants 

among the people of  Dhaka  city,  states  the  major  factors to 

be differences in income, tastes, preferences and choice 

differences of city dwellers. The study shows that restaurant 

customers are influenced by certain factors like junk food, 

restaurant customer service, privacy, brand of the eatery, 

accessibility of ready-made food and many other. These are 

considered as very significant for Dhaka dwellers, while 

availability of variety of foods isn’t considered very significant 

[11]. 
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An analysis of the customer blogs to identify factors af- 

fecting customer’s selection was done, which suggests that 

customers don’t only spend on food but also attributes of food 

like nutrient content, taste, status/prestige value, time with 

respect to convenience to name a few. The study also talks about 

women and identifies them as meal planners who usually decide 

upon the family’s decision to visit a restaurant as per their 

convenience. As more women get into the workforce, the 

decision of spending time to prepare food or have their meal 

outside is taken by the meal planner i.e women (Chan, 2009). 

Assessing the Importance of Restaurant Attributes in Con- 

sumer Patronage and Willingness to Pay helps in under- 

standing the relationship between restaurant specifications and 

customer’s wish to patronize. Wherein, three comprehensive 

factors are taken into consideration in the study namely, quality 

of food, service and restaurant environment. The study implies 

that customers are willing to make expenditure on a place where 

the restaurant are much focused on attributes favourable to the 

segment of customers visiting the restaurant [12]. 

The form of online ordering is very welcomed in the society 

but the quality services should be maintained by the 

application as well as the restaurant to sustain. Services like 

variety of food, effective communication like query solving, 

flexible payment options, user-friendly system  are some of the 

significant factors. These apps can also be  integrated with 

social media as a great marketing strategy to promote 

restaurants associated with such applications (Jeneefa, 2019). 

A study states that hunger and thrust needs are the most 

important factor to visit a restaurant thus food quality is 

considered significant, however the other factors considered 

are physical environment of the restaurant, cleanliness, staff 

cooperation, suitable environment, staff behaviour is also 

considered quite important for selection of a restaurant. It was 

concluded that customers are extra mindful with respect to food 

quality and the way it is presented, thus makes it sim- pler 

for managers to preserve equilibrium between monetary and 

non-monetary issues that influences customer’s selection 

[13]. 

A lot of research has been done on the usage and depen-  

dence of people on mobile apps and restaurants making use   of 

social media marketing for enhancing the reach of their brand. 

However, there has not been much light shed on factors 

affecting a person’s decision to choose a restaurant and factors 

influencing a person to make use of modern ways of ordering 

from a restaurant. 

III. RESEARCH METHODOLOGY

Objectives 

This paper aims to study the influence of Mobile apps word 

of mouth over traditional form of ordering food 

Hypothesis 

Based on the objectives of the paper the following hypoth- 

esis is formed 

H0: Mobile apps do not influence the decision making of    a 

consumer to visit a restaurant. 

H1: Mobile apps influence the decision making of a con- 

sumer to visit a restaurant 

Data collection method 

Circulation of a structured questionnaire related to the food 

apps as well as factors which would influence a customer      in 

deciding and helping us in understanding their behaviour. The 

structured questionnaire was circulated among 500 ran- domly 

selected people. Out of these 500, 279 responses were received. 

After omitting the 23 incomplete questionnaires analysis of 

256 responses was done using SPSS. 

Data analysis 

The data was analysed on SPSS. The tools used on SPSS 

was Reliability Analysis which was to check the reliability. 

Further, one sample t-test was used to analyse the data. For 

comparative analysis, Factor analysis was done. 

Reliability Test 

Reliability for this questionnaire was tested using Chron- 

bach’s Alpha and it was 0.933. If the reliability is more than 

0.7, it signifies the reliability of questionnaire. Therefore, the 

data comes under the criteria specified. 

Descriptive Statistics 

From the sample size of 256 , there were 142 female and 114 

males who took this survey. 55% of respondents com- prised of 

women and 45% were male respondents. Females as compared 

to men relied less on restaurants for meals and the frequency of 

visiting restaurants was also lesser. On the other hand, male 

respondents had higher frequency of depending upon 

restaurants. 

Fig. 1. Gender Distribution 

Out of 256 respondents, maximum respondents totaling to 

173 fell under the category of 18-25 yrs. While the age group 

of less than 18 and 50 years & above had least number of 

respondents totaling 8 and 5 respectively. The age group of 18-

25 are generally millennials who are either still studying  or 

have recently started working and usually visit restaurants on a 

frequent basis. While, 57 respondents belonged to 26-35 

category and 13 belonged to 36-50 years age category. These 2 

categories comprise of individuals who are married, have 

family and have dependents. 

Out of the total respondents, Maximum were students 

comprising of almost 57% of respondents. While 31% of 
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Fig. 4. Frequency of visiting a restaurant 

Fig. 2. Agewise distribution 

respondents were employed with an income source and inde- 

pendent. 5% of respondents were self-employed and hardly 1% 

of the sample population were retired. This survey comprises 

of millennials between the age of 18-25 years and mostly 

students. 

Fig. 3. Employment status 

62% of the sample population did not have an Income. From 

the income earning categories, most of them had an income 

group between 2 to 5 lakhs, while 10% of population came 

under the income group of both 5-10 lakhs and upto 2 lakhs. 

While 7% of sample population had an earnings of more than 

10 lakhs. It could be inferred that almost 57% of respondents 

were students, hence the huge chunk of respondents do not have 

an income source. 

Frequency of visiting a restaurant 

When it comes to physically visiting a restaurant most of 

them either visit once a week, twice a week or once in a month. 

71 people out of the sample  size  have  chosen  to  visit a 

restaurant once in a month. This shows that people frequently 

visit restaurants for their meals. Out of the 256, only 38 

respondents are such who don’t visit restaurants very frequently 

and come in the category of visiting either once in every 3 

months,6 months or less often than once in every 6 months. 

Frequency of ordering food home 

When asked about frequency of ordering food home, the 

frequency was much higher as compared to physically visiting 

a restaurant. People prefer being comfortable at home and 

ordering in rather than visiting the restaurant for an overall  

dining experience. 62 respondents prefer to order once in 2 

weeks while only 1 of them never orders food home. While 

there were a few respondents who specifically mentioned that 

they prefer to order food when there is an occasion or when the 

family members wish to. 

Fig. 5. Frequency of ordering food home 

Preference of meal 

According to the survey, 73% of people prefer dinner when 

it comes to ordering from a restaurant. Then comes lunch, 

wherein 14% of respondents prefer lunch over other meal. 

Breakfast is the least desired meal when it comes to ordering 

from a restaurant. As most of the respondents are either students 

or from the working class, they said that they stay occupied 

throughout the day and thus they prefer dinner as a form of 

leisure activity. 

Fig. 6. Preference of meal 

Frequency of checking online reviews and rating before 

choosing a restaurant 
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The 4 options which were given to answer this question were 

always, most of the times, sometimes and never. Majority of 

them choose to check ratings and review before visiting  and 

only 7 out 256 choose not check reviews at all before choosing 

a restaurant which only comprises of 3% of the sample 

population. While a good portion of 41% prefer to check 

reviews and rating every time before deciding upon the 

restaurant. While 37% check most of the times and 19% check 

sometimes. Thus, ratings and reviews have great influence over 

a person’s decision to choose a restaurant. 

Fig. 7. Frequency of checking reviews online 

Source to obtain restaurant information 

Various options like newspaper, magazine, online (E-wom), 

mobile apps, through friends and family, restaurant brochures 

were given. Out of which, 256 respondents chose either Online 

platform, through friends & family and restaurant brochures 

only. Out of which 203 respondents prefer to use online 

platform comprising of almost 80% of sample population 

making it a popular choice, while there were 36 people who rely 

on their friends and family for information and 15 people get 

details via restaurant brochures distributed. A lot of people have 

switched to online form for finding information because of 

convenience. 

Fig. 8. Source of information 

Analysis: 

Study the impact of online ratings and reviews on mobile 

apps influencing a person’s decision to visit a restaurant. 

One sample T-test was carried to understanding the influ- 

ence of online reviews as well as ratings(E-WOM) on the 

customers of restaurants. 5 Likert scale was used across the 4 

Fig. 9. Ordering food from a restaurant 

Fig. 10. 11.Different apps used for reviews

questions to understand the customer’s perception with respect 

to E-Wom on their mobile apps. The 5 Likert scale had the 

following values: 1- Strongly disagree, 2-Disagree, 3-Neither 

agree nor disagree (Neutral), 4- Agree, 5- Strongly agree. The 

mean value of 5 Likert scale being 3 (Neutral) is considered the 

test value to compare the means for this test. 

One sample T-test was carried out to identify if a customer’s 

decision to choose a restaurant gets influenced by other diner’s 

review. The mean value of Likert scale (1-5) which is 3 is 

considered to be the test value to compare the mean of the 

sample of T-test. The Sig Value for  this  analysis  is  less  than 

0.05 meaning null hypothesis was rejected and alternate 

hypothesis is considered. As the mean value is 3.809 which    is 

between neutral and agree, skewed more towards agree. We can 

state that customers are somewhere influenced by other diner’s 

review. 

One sample T-test was carried out for understanding if the 

customers decide upon visiting a restaurant on the basis of star 

rating. The Sig Value for this analysis is less than 0.05 meaning 

null hypothesis was not accepted and alternate hypothesis was 

considered. As the mean value is 4.195 which is between agree 

to strongly agree, thus we can clearly conclude that star rating 

of a restaurant matters to the population to a great extent. 

One sample T-test was carried for understanding if the 

respondents trust E-WOM. The Sig value for this analysis was 

less than 0.05 meaning null hypothesis was not accepted and 

alternate hypothesis was considered. As the mean value is 
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TABLE I 
ONE-SAMPLE STATISTICS

No. Mean S D  Std. 
Error 
Mean 

My decision to choose a restaurant gets influenced by the other diner’s review? 256 3.809 . 8532 .0533 
Test 

Test Value = 3 

t df 
Sig. 

Mean 95% 

TABLE II 
STATISTICS

N Mean SD Std. Error Mean 
Overall ratings of a restaurant matter to me? 256 4.195 .8728 .0545 
Test 

Test Value = 3 
Sig. 

(2- 
tailed) 

Mean 
Diff 

95% CI of the 
Diff 
L U 

Overall ratings of a restaurant matter to me? 21.913 255 .000 1.1953 1.088 1.303 

TABLE III 
STATISTICS

N Mean SD Std. 
Er- 
ror 
Mean 

 I trust other diner’s opinion p o s t e d  online? 256 3.707 .8472 .0530 

Test 

TABLE IV 

Test Value = 3 

Sig. 
(2- 
tailed) 

Mean 
Diff 

95% CI of 
the Diff 
L U 

 I trust other diner’s opinion? 13.353 255 .000 .7070 .603 .811  

3.707 which is between neutral to agree, we can say that the 

customers do trust electronic word of mouth to some extent. 

One sample T-test was carried for understanding if the 

respondents trust E-WOM. The Sig Value for this analysis was 

less than 0.05 meaning null hypothesis is not considered and 

alternate hypothesis is considered. As the mean value is 

3.250 which is between neutral to agree, this means that cus- 

tomers frequently make use of online platforms for obtaining 

restaurant information and thus make decision. 

Study the influence of Mobile apps over traditional form 

of ordering food 

Factor Analysis: To study the influence of mobile apps over 

traditional form of ordering, Factor analysis is done, wherein 

the respondents were provided 10 different factors which had to 

be rated on 5 Likert scale having the following values: 1- Not 

important 2- less important 3-Neutral 4-Important 5- Very 

important.  

Table VII shows two important statistics: the KMO measure        

of a sampling adequacy and Bartlett’s test pf sphericity aimed 

at arbitrating the correctness of the model. KMO statistic 

compares the extent of the correlation coefficient with the 

extent of the partial correlation coefficient. A greater figure   of 

this statistic shows the aptness of the analysis. According to the 

above analysis, KMO Statistic is calculated as 0.921 (>0.5), 

indicating the figure to be in the acceptable portion of the 

model. 

Bartlett’s test of sphericity tests the hypothesis if the 

population correlation matrix is an identity matrix. Presence of 

identity matrix places the precision of the factor analysis makes 

it seem doubtful. Chi square statistic is calculated to be 

1310.528 with 45 degrees of freedom. This figure is significant 

at 0.05 level. Both the models used specify a correct factor 

analysis model for analysing the data. 

t df 

t df 

Diff CI 
(2- of 
tailed) the 

Diff 
Lower Upper 

My decision to choose a restaurant gets influenced by the other diner’s review? 15.164 255 .000 .8086 .704 .914 
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TABLE V 
ONE-

SAMPLE 

N Mean SD Std. Error Mean 

 I would not visit a restaurant if the reviews and ratings are negative 256 3.250 1.1307 .0707 

TABLE VI 
ONE-SAMPLE TEST 

Test Value = 3 
Sig. 

(2- 
tailed) 

Mean 95% CI of 
Difference the Diff 

L U 

 I would not visit a restaurant if the reviews and ratings are negative 3.538 255 .000 .2500 .111 .389  

TABLE II 

KMO AND BARTLETT'S TEST 

Kaiser-Meyer-Olkin Measure of Sampling 

Adequacy. 

.921 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 1310.582 

df 45 

Sig. .000 

Out of the 256 respondents who gave their views about their 

decision making with respect to mobile apps, maximum people 

belonged to the age group of 18-25 years, thus majority of 

respondents were also students. There is not much difference 

when it comes to gender, the ratio being 55:45 for women  and 

men respectively. According to the survey, most of the people 

had a good frequency of either ordering or visiting  a 

restaurant, almost more than 75% of respondents choose  to 

have their meals from a restaurant at least once or more times in 

a month. This shows the dependence of people on restaurants 

for food in their regular life. 

When asked about source from where they get to know about 

a restaurant and obtain necessary details,  more  than 200 people 

chose online platforms as their primary source of information. 

Even when asked about the method of ordering food from a 

restaurant, out of several modern and traditional form of 

ordering, again more than 200 chose food-delivery mobile apps 

as their main form of ordering, where in Zomato and Swiggy 

being the most popular choices of all. Here we can say that 

mobile apps and growing technology have a huge influence over 

restaurant’s customers. Hence, many people have switched to 

online form for taking their decisions. 

One sample T-test was made use of to understand if the 

customers get influenced by ratings and reviews posted online 

by other diners and whether it affects their decision-making 

process. According to the analysis conducted we can conclude 

that the respondents trust other diner’s opinion and decision 

making of the customer gets influenced by the reviews posted 

online to some extent while the star ratings of a restaurant very 

much matter to the respondents and is an influential factor to a 

great extent. 

A study was done to find out the factors influencing the 

respondents to choose mobile apps for ordering meals from 

a restaurant over making use of traditional form of ordering 

from a restaurant. In the component matrix, the major factors 

influencing their decision were Availability of restaurant in- 

formation, reviews and ratings (Customer’s opinion), quality 

packaging,  variety  of  restaurants  to  choose,  area  coverage 

delivery time and multiple modes of payment option available 

Wherein, Ratings and review has the highest value accounting 

to 0.82. Hence, many people have switched to online form    for 

taking their decisions for several perks that are offered     by 

mobile apps. We can  also  conclude  again  that  ratings and 

review is one of the most vital aspects for a customer    for their 

decision-making process because it constitutes the highest 

value in the analysis. 

Another study was conducted to know the important factors 

a customer looks for while browsing information online about 

a restaurant. According to component matrix, out of 19 factors 

given to choose from, Food quality, overall star rating, presen- 

tation of food, brand/ reputation, online reviews (Customer’s 

opinion), crowd, restaurant décor (Ambience), price, occasion/ 

festival specific theme, cleanliness(hygiene), privacy and view 

from restaurant were the most pleasing features for the sample 

population. While in rotated component matrix, Food quality, 

presentation of food, restaurant décor, pricing, cleanliness, 

privacy, conducting of events, Celebrity frequency or celebrity 

recommended and restaurant’s mention in social or print media 

were considered as the popular choice. 

Hence, we can safely conclude that people like to go along 

with the trend and technology is one of the biggest contribu- 

tors. Word of mouth through mobile apps are gaining a good 

amount of popularity because of the ease and convenience 

provided by them. This study believes the same and thus shows 

the rising dependence of customers on these mobile apps for 

words of mouth specifically in the food and restaurant business. 
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Abstract— Indian public sector banking stocks have 
performed relatively well in the last six months. Public sector 
banks have experienced a rebound in their asset quality over the 
last three years following a decade of asset quality declines. Given 
the important role played by these banks in the Indian economy, 
it could prove useful to understand what drives stock price 
performance of public sector banks in India. This paper sought to 
understand how micro and macro determinants influence stock 
price performance of select Indian public sector banks over 13 
years from 2009-2021. The panel regression technique was used 
to examine relationships between the variables. Measures of 
asset quality, liquidity, inflation, and changes in exchange rates 
were found to be key influencers of the stock prices of Indian 
public sector banks. A framework encompassing the above key 
drivers of stock price performance is proposed which can 
contribute to shareholder value over time in these banks. 

Keywords— Indian Banks, Stock Market capitalization, 
Profitability, Exchange rates, Panel regression  

I. INTRODUCTION

Indian banking stock prices have displayed 

increasingly positive trends in the recent past, thus reversing 

the dips seen during the COVID crisis. The upward 

movement in stock prices has been seen after a rebound in 

asset quality witnessed in the Indian banking sector over the 

last three years following a decade of declining asset quality. 

The decline in asset quality had been more rapid and visible 

in government owned banks in the public sector, as compared 

to the private sector.  

The Indian banking system, a vital driver of the 

economy’s growth and development, comprises of public 

sector banks, private sector banks, foreign banks, small 

finance banks, payment banks, and regional rural banks. The 

major players in this system are the public sector banks where 

the government holds a major stake. These banks essentially 

cater to all segments of the society including marginalized 

and priority segments, rural areas etc. where the profits 

margins are low but serve the social objective of financial 

inclusiveness. They in fact form the backbone of the banking 

system. The private sector banks whose presence in urban 

areas is fast increasing, are more focused on asset quality and 

profitability. 

The bank’s stock price not only influences its ability 

to raise funds, but also impacts performance and valuation 

measures such as shareholder value creation, market value 

added and key financial ratios. Given the vital role played by 

India’s public sector banks in shaping the country’s growth 

path and vision, it would be insightful to determine the 

drivers of stock price performance of these banks to ensure 

effective strategy formulation and implementation.  

Various studies have observed that the stock price 

performance of banks is influenced by varied factors. These 

include micro determinants at the banks’ level such as 

profitability, asset quality [1], technical efficiencies [2], 

management quality [3], and macro variables at the economy 

level such as interest rates [4], and exchange rates [5].  

This study explores the relationship between key 

micro and macro determinants with the stock price 

performance for select public sector banks in India. The 

micro variables chosen includes measures of profitability, 

income measures, productivity measures, liquidity measures, 

cost efficiency measures, and measures of capital adequacy, 

asset quality, and lending efficiency. The macro variables 

chosen include measures of growth, inflation, and changes in 

interest and exchange rates. The study covers the thirteen 

years period from 2009-2021. A framework is developed 

which could contribute to improved share price performance 

over time. 

II. LITERATURE REVIEW

Earlier studies have identified several significant 

drivers of the stock price performance of banks which cover 

both micro and macroeconomic variables.  

Profitability is an important micro economic 

barometer of stock price performance. Studies looking at the 

effect of profitability measures on stock price performance of 

banks have been carried out on 14 Jordanian Banks [6], the 

Indian Commercial Banking sector [7], Listed banks in 

Nigeria [5] and a sample of Turkish banks [3].  It was 

observed that earnings, dividend yield, the return on assets 

(ROA), earnings per share (EPS) and the price-earnings ratio 

(P/E) were key drivers of stock price performance.  

However, studies of a sample of listed Private 

Commercial Banks (PCBs) in Bangladesh [8] and 15 listed 

banks on the Karachi stock exchange [9] concluded that 

dividend declaration did not have a significant impact on 

bank share prices. 

At the micro level, the operating and cost 

efficiencies of a bank tend to be critical determinants of its 

stock price performance. It also has a direct relationship with 

the profitability variable which also has been found to impact 

stock prices. Cost-efficient European banks performed better 

in the stock markets in comparison to the cost inefficient 

banks [10]. However, share price performance for banks in 

Singapore was found to be affected more by variations in 

profitability rather than variations in cost efficiency [11].  

Lending measures as a micro level variable have 

been explored for its effect on stock price performance of 

banks. A study on 14 Jordanian commercial banks, found that 

lending interest rate had a negative relationship with stock 

price returns [6]. However, the lending rate did not impact 

stock price returns of listed commercial banks in Nigeria [5]. 

Productivity is another key micro measure which 

could impact stock price performance of banks. It was 
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observed that variations in technical efficiency positively 

impacted stock price performance while variations in scale 

efficiency did not affect stock price returns of Greek banks 

[2]. Further, a study covering a sample of Turkish banks 

found that management quality, a key driver of productivity, 

significantly influenced stock price returns of Turkish banks 

[3].  

The influence of capital adequacy, asset quality, and 

liquidity measures on bank stock price returns in Europe have 

been examined in earlier studies.  It was found that asset 

quality positively impacted the stock price returns of Turkish 

banks [3] and European banks [1].   Investigations have also 

concluded that liquidity and capital adequacy factors 

positively influenced stock prices of European banks [1] and 

listed commercial banks in Nigeria [5]. Monitoring the 

quantum of loan defaults and using technology for its early 

detection will improve liquidity and efficiency of banks [12]. 

On the policy front, it has been found that stock prices of 

banks which are having have a  degree of Basel compliance 

provided better returns [13]. 

Most studies focusing on macro variables look at 

variables such as inflation, interest rates, exchange rates, 

money supply, economic activity etc. The studies reveal 

mixed results showing both positive and negative relationship 

between macro variables and bank stock price returns.  

According to the Fisher effect stock prices and 

inflation move in the same direction. Thus as inflation rises, 

stock prices will also rise and hence act as a hedge against 

inflation [14]. The proxy hypothesis on the other hand 

suggests that there may be a negative relationship between 

stock prices and inflation driven by changes in real economic 

activity. If economic activity were to rise but is not 

accompanied by a rise in money supply, then inflation would 

remain subdued and would not accompany rising stock prices 

[15].  

European bank stock prices were negatively 

impacted due to inflation rates and public borrowings [1]. A 

study covering ten listed banks on the Philippine stock 

exchange showed that 3-month Treasury bill rates negatively 

impacted share price returns; but the inflation rate however 

did not influence bank share price returns [16].  

Macroeconomic variables such as money supply and 

interest rates significantly impacted bank stock prices in 

Turkey [3]. In Pakistan it was found that bank share prices 

rose during booms in economic activity and declined during 

periods of interest rate increases [17].  An analysis of the 

impact of interest rate shocks induced by Federal Reserve rate 

announcements on bank equity valuations in the US found 

that bank stock prices declined when the yield curve 

steepened more than expected. This resulted in banks having 

to choose more expensive funding sources [4].  

On examining the influence of macroeconomic 

determinants on Indian bank stock performance through a 

Panel data model, it was found that interest rate increases 

negatively impacted bank share prices [18].  An analysis of 

the stock prices of a sample of commercial and public banks 

concluded that interest rates effectively drive stock returns, 

and shows a strong heterogeneity across banks in India in 

their interest rate exposure [19].   The impact of sudden 

shocks in the economy such as demonetization was found to 

have only a minimal impact on the stock prices of select 

public sector banks in India [20].   

The goods and market theory suggests that the effect 

of exchange rates on stock prices would depend on whether 

the economy is export or import dependent [21]. For an 

export dependent economy, an appreciating currency would 

make its exports less competitive and thereby make 

companies less profitable. An import-based economy on the 

other hand would benefit from a strong local currency as raw 

material costs and other production costs would reduce. Thus, 

an inverse relationship between exchange rates and stock 

prices is likely in an export based economy while the reverse 

is true in an import driven economy.  

However, a depreciating local currency would make 

foreign assets more attractive relative to local assets resulting 

in sell offs in domestic share prices suggesting a direct 

relationship between exchange rates and stock prices driven 

by capital and money flows as suggested in the portfolio 

balance approach [22]. 

A study on the stock price returns of Commercial 

banks in Nigeria found a positive and significant relationship 

between key macro variables and stock price returns [5].  In 

another instance, economic activity, and currency 

depreciation resulted in rises in share prices of Indian bank 

stocks [18]. In Pakistan it was found that bank share prices 

declined during periods of currency depreciation [17]. 

A. Research Focus

The bank stock price is critical from a fund raising 

perspective. It is a major driver of key performance metrics 

such as the economic and market value added and valuation 

metrics such as the P/E ratio. While there are several global 

studies on bank profitability, studies on the drivers of bank 

stock price performance in India is still a rapidly evolving 

theme, with only a small number of studies currently 

available.  This study seeks to study some of the above 

discussed micro and macro variables and assess their 

influence on the stock price performance of public sector 

banks in India. It also seeks to evolve an optimal framework 

for improving the stock price performance of these banks. 

III. OBJECTIVES

The objectives of the study center on understanding 

the important drivers of the stock price performance of public 

sector banks in India. Specific objectives include: 

1) Determining the influence of key micro variables on

bank share price performance of public sector banks

2) Examining the influence of key macro variables on

bank share price performance

3) Developing a framework that could contribute to

improved share price performance over time in

public sector banks in India.

IV. RESEARCH METHODOLOGY

This study sought to understand the key drivers of 

the stock price performance of public sector banks in India. 

Data from a cross-section of public sector banks was used to 

study the influence of key micro and macro determinants on 

bank stock price performance. Five public sector banks with 

a wide range of market capitalization were studied over 
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thirteen years from March 2009 to March 2021. The 

following variables were chosen for the study:  

Independent Variables: 

Micro Economic Variables: 

Income Measures:  

- The ratio of interest income to total funds

(IITF)

- The ratio of noninterest income to total

funds (NOIITF)

- The ratio of net interest income to total

funds (NIITF)

- The ratio of interest expended to Interest

earned (IEIE)

Profitability Measures: 

- The return on Equity (ROE)

- The return on Assets (ROA)

A key lending measure: 

- The ratio of credit to deposits (CDR)

A productivity measure: 

- Business per employee (BPE)

A measure of Capital Adequacy: 

- The capital adequacy ratio (CAR)

Changes in Asset Quality: 

- The natural log difference of net non-

performing assets (NNPA) given by

Measures of Liquidity: 

- The ratio of investment to deposits (IDR)

- The ratio of cash to deposits (CaDR)

Macroeconomic Variables: 

- Changes in interest rates as measured by

the natural log difference of 1-Year (1-Yr)

and 10-Year (10-Yr) bond yields

- Changes in exchange rates as measured by

the natural log difference of US dollar

Rupee rate (USDINR)

- A measure of growth the natural logarithm

of the Gross Domestic Product (GDP)

- A measure of inflation the natural

logarithm of the Consumer Price Index

(CPI)

Dependent Variable: 

- Stock price performance as measured by

the natural log difference of stock market

capitalization (MCAP)

Historical data on the all the variables were obtained 

from the Reserve Bank of India (RBI). The relationship 

between the variables was examined with the GRETL 

statistical package.  

Panel plots were created for all the variables. 

Stationarity of the variables was checked using the 

Augmented Dickey-Fuller test [23]. Variables that were 

found to be non-stationary were transformed by taking either 

their respective natural logarithms or their natural log 

differences. 

The panel regression framework was used to study 

the relationship between the variables. Poolability tests were 

performed to check if pooled OLS regression models were 

applicable. If pooled OLS models were not applicable, the 

Hausman test was then used to check if fixed or random effect 

models were applicable. The strength and goodness of the 

model fit were determined using LSDV R2 and AIC values. 

Autocorrelation in the data was detected using the Durbin 

Watson coefficient. 

Variables that vary over time but not across the 

entity can be analyzed using the panel regression technique. 

Panel data can be analyzed with fixed and random effect 

models. In a fixed-effect model the model parameters are 

fixed. The fixed-effects model is given by: 

Yit = βXit + αi + uit 

Where i represents the group at time t 

Xit denotes the independent variable 

Yit denotes the dependent variable  

β1 is the regression coefficient  

αi is the intercept and  

uit is the error term 

A random-effects model can be used when the 

model parameters are random variables. The random-effects 

model is given by: 

Yit = βXit + α + uit+ εit 

Here two error terms are present: 

uit is the error term between groups and  

εit is the error term within groups 

Based on the results a framework is presented. 

V. RESULTS

This study examined the effect of some key determinants 

on the stock price performance of 5 listed public sector banks 

in India with varying market capitalization and asset bases 

over a 13-year period from 2009 to 2021 (Table 1).  
Table 1: Public Sector Banks Chosen 

Bank Market 

Capitalization 
Net Profit 

Interest 

Income 

Total Assets 

State Bank 

of India  

474,030.75 31,675.98 154,749.70 4,987,597.41 

Bank of 

Baroda  

67,667.27 7,272.28 37,259.44 1,277,999.83 

Punjab 

National 

Bank  

39,474.49 3,456.96 46,185.08 1,314,805.02 

Canara 

Bank  

43,738.68 5,678.41 43,026.26 1,226,979.67 

Central 

Bank 

16,884.43 1,044.83 13,314.88 386,565.59 

Source: Moneyontrol.com, As on: 08.30.2022, Annual Values in 10M Rupees. 

The chart below shows panel plots of the stock market 

capitalization of public sector banks considered in this study 

(Figure 1). Most of the banks show increases in their market 

capitalization over time, with the larger banks out-performing 

their smaller peers. 
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Figure 1: Panel Plots of the Dependent Variable 

Stationarity in the data was detected using the 

Augmented Dickey-Fuller test. Variables that were not 

stationary were transformed by taking either their respective 

natural logarithms or natural log differences (Table 2). 

Table 2: Results of the Augmented Dickey Fuller Test for Stationarity 

Variable Test Statistic 

Chi2 

P Value Inference 

Stock Market 

Capitalization (MCAP) 

40.6543 0.0000 Stationary 

Ln (MCAPt/ MCAPt-1) 94.4791 0.0000 Stationary 

Capital Adequacy Ratio 

(CAR) 

96.0623 0.0000 Stationary 

Business per Employee 

(BPE) 

8.07492 0.6215 Not stationary 

Credit Deposit Ratio 

(CDR) 

49.4873 0.0000 Stationary 

Net Non-Performing 

Assets (NNPA) 

2.71623 0.9873 Not stationary 

Ln (NNPAt/ NNPAt-1) 34.0695 0.0002 Stationary 

ROA 36.6629 0.0001 Stationary 

ROE 41.7902 0.0000 Stationary 

Interest Income to Total 

Funds Ratio (IITF) 

34.9056 0.0001 Stationary 

 Net Interest Income to 

Total Funds Ratio 

(NIITF) 

141.451 0.0000 Stationary 

Noninterest income to 

Total Funds Ratio 

(NOIITF) 

15.0181 0.1314 Not stationary 

Interest Expended to 

Interest Earned Ratio 

(IEIE) 

9.27271 0.5064 Not Stationary 

Investment Deposit 

Ratio (IDR) 

8.86097 0.5453 Not stationary 

Cash Deposit Ratio 

(CaDR) 

90.8902 0.0000 Stationary 

1-Year Bond Yield (1-

Yr) 

1.97101 0.9966 Not stationary 

Ln (1-yrt/ 1-yrt-1) 36.9552 0.0001 Stationary 

10-Year Bond Yield 

(10-Yr) 

4.02066 0.9464 Not stationary 

Ln (10-yrt/ 10-yrt-1) 104.166 0.0000 Stationary 

USD/INR  53.2536 0.0000 Stationary 

Ln (USD/INRt/ 

USD/INR t-1) 

137.934 0.0000 Stationary 

GDP 0.113527 1.0000 Not stationary 

Ln (GDP) 14.0204 0.1721 Not stationary 

CPI 6.00401 0.8149 Not stationary 

Ln (CPI) 131.922 0.0000 Stationary 

Poolability tests showed that a pooled OLS model was 

more appropriate than a fixed effect or random-effect model 

(Table 3). 

Table 3: Test for Poolability 

Test Null Hypothesis Test Statistic 

Welch F 

P value 

Test for 

poolability 

The groups have a 

common intercept 

0.575106 0.682852 

A pooled OLS panel regression was performed between 

the dependent variable Ln (MCAPt/ MCAPt-1), which is a 

measure of stock price performance and all the independent 

variables. The influencing independent variables as indicated 

by the P values were changes in Net NPA’s as measured by 

Ln (NNPAt/ NNPAt-1), the cash deposit ratio (CaDR), 

Changes in the USD/INR exchange rate as measured by Ln 

(USD/INRt/ USD/INR t-1), and the inflation rate as measured 

by Ln (CPI) (Table 5). The LSDV R2 indicated a strong 

relationship between the variables. AIC values confirmed the 

goodness of fit. The Durbin Watson coefficient indicated that 

there were no major autocorrelation issues (Tables 4, 5). 

Table 4: Results of Pooled OLS Panel Regression, Ln (MCAPt/ MCAPt-1)  

= Function (All Independent Variables) 

Dependent  

Variable 
Independent 

Variable 

Coefficient P Value LSDV R2 / 

AIC / 

Durbin 

Watson 

Ln 

(MCAPt/ 

MCAPt-1) 

Constant 0.802244 0.4086 0.65 / 32.99 / 

2.46 

CAR −0.00338355 0.9527 

CDR −0.000479311 0.5185 

Ln (NNPA t/ NNPA t-1) −0.244736 0.0636 

ROA −0.00852739 0.9173 

ROE 0.00965975 0.4021 

IITF 0.0768712 0.5724 

NIITF 0.0470366 0.7547 

CaDR −0.0193914 0.0528 

Ln (1-yrt/ 1-yrt-1) −0.360730 0.2804 

Ln (10-yrt/ 10-yrt-1) 0.791796 0.1108 

Ln (USD/INRt/ 

USD/INR t-1) 

−4.85174 0.0062 

Ln (CPI) −0.207603 0.2442 
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Model Fit: 

The results from the panel regression (Table 5) indicate 

a non-linear relationship between the variables, which is 

given by: 

Ln (MCAPt/MCAPt-1) = 3.43136 − 0.0164153CDR − 

0.237682 Ln (NNPAt/NNPAt-1) − 4.75391Ln (USD/INRt/ 

USD/INR t-1) − 0.609635Ln (CPI) +  

VI. DISCUSSION

This study examined the factors influencing stock 

price performance of public sector banks in India. The stock 

price of a bank is critical from a fund-raising perspective, and 

is a key component of important performance and valuation 

measures that can be used to gage shareholder value creation 

over time. Five Indian public sector banks with varying 

market capitalizations, with a listing history of at least 5 years 

were considered for the study (Table 1).  The study covered 

13 years from March 2009 to March 2021.  

The factors studied included micro factors namely, 

asset quality, capital adequacy, income, productivity, and 

lending and, macro factors which included measures of 

growth, inflation, and changes in interest and exchange rates. 

The influence of the above on stock price performance was 

examined through a panel regression framework. 

Asset quality as indicated by the change in Net 

NPAs proved to be a highly influential determinant of the 

share price performance of public sector banks in India 

(Table 5). Increases in NPAs reduced asset quality and 

decreased share price performance. Asset quality has been 

impacting the public banking space in India for well over a 

decade and it comes as no surprise that this is a major driver 

of stock price performance. A similar result of asset quality 

being a key determinant of the share prices was identified for 

European banks [1]. Thus the use of innovative technologies 

such as leveraging data science to identify and monitor 

problem loans [12] can help improve asset quality and share 

price performance over time. 

A Liquidity measure - the Cash Deposit ratio had a 

negative impact on bank share price performance (Table 5), 

suggesting the banks that manage their excess liquidity better 

can deliver better returns to their shareholders. It has been 

similarly found in a study covering 178 large and medium 

sized banks across the globe that banks with more liquid 

assets performed poorly during the financial crisis of 2008-

2009 [24]. 

Increases in the value of the USD/INR exchange 

rate, i.e., the decline in the value of the Rupee impacted bank 

share price performance negatively (Table 5). Significant 

weakness in the Rupee often occurs during major crisis 

periods that resulted in depressed bank stock prices. It has 

similarly been found periods of currency depreciation 

produced lower bank stock prices in Pakistan [17]. However, 

the reverse was true for Indian banks, with local currency 

depreciation resulting in higher bank stock prices [18]. 

Inflation as measured by the consumer price index 

(CPI) had a negative impact on stock price performance of 

government owned banks in India (Table 5). Periods of high 

inflation, as has been observed recently, tend to prompt 

interest rate hikes from central banks which in turn can push 

up the cost of funds for banks eventually resulting in lower 

stock prices [4]. 

Micro determinants such as measures of capital 

adequacy, income, profitability, productivity, and lending did 

not impact share price performance of public sector banks in 

India. Other studies across the globe have however found that 

these variables do contribute to share price performance [2], 

[6]. Macro determinants such as measures of growth and 

changes in interest rates did not impact share price 

performance, though these variables have been shown to 

impact share price performance in other global studies [18]. 

Based on the findings of the study, a stock price 

performance optimization framework is proposed (Figure 2). 

It consists of four key elements. The first element is an asset 

quality management system that seeks to monitor and identify 

problem loans early through the use of big data analytics and 

data science, and speed up loan recovery mechanisms in 

place. The second aspect is a cost control system that helps 

banks manage their cost of funds in the event of inflationary 

spikes. The third element is a FOREX management system 

that will use the latest trends in risk management to minimize 

losses in a banks treasury and FOREX operations, stemming 

from unusual volatility in local exchange rates. The last 

component would be a liquidity management system that will 

help banks manage their excess liquidity during expansionary 

phases in the economy, and liquidity shortages during periods 

of economic crisis. 

Figure 2: Stock Price Performance Optimization 

Framework 

Stock Price 
Performance 

of Public 
Sector Banks 

Asset Quality 
Management

Forex 
Management

Liquidity 
Management

Cost 
Controls

Table 5: Results of Pooled OLS Panel Regression, Ln (MCAPt/MCAPt-1) 

= Function (Influencing variables) 

Dependent 

Variable 
Independent 

Variable 

Coefficient P 

Value 

LSDV R2 / 

AIC / Durbin 

Watson 

Ln 

(MCAPt/ 

MCAPt-1) 

Constant 3.43136 0.0012 0.67 / 26.69 / 

2.52 

Ln (NNPA t/ 

NNPA t-1) 

−0.237682 0.0115 

CaDR −0.0164153 0.0037 

Ln (USD/INR t/ 

USD/INR t-1) 

−4.75391 0.0010 

Ln (CPI) −0.609635 0.0017 
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The study has implications for key stakeholders of 

banks. Bank managers can implement the above 

recommended framework (Figure 2), that will help improve 

asset quality, liquidity, and help their banks manage better 

macro-economic shocks resulting from inflationary pressures 

and volatility in exchange rates.  

Investors can focus on banks implementing this 

framework to identify banks that are adequately liquid, 

improve their asset quality, and are more immune to macro-

economic shocks that could create significant shareholder 

value over time.  

Regulators can monitor these parameters and 

provide more functional autonomy to liquid banks that have 

improved their asset quality over time, and have adequately 

insulated themselves against external shocks in the economy. 

VII. CONCLUSION

This study focused on the influence of some key micro and 

macro determinants on the stock price performance of listed 

public sector banks in India. The micro determinants selected 

were measures of liquidity, profitability, lending, income, 

productivity, capital adequacy, and asset quality. The macro 

determinants studied were measures of growth, inflation, and 

changes in interest and exchange rates.  

Measures of asset quality, liquidity, inflation, and 

changes in exchange rates proved to be important influencers 

of the stock price performance of Indian public sector banks. 

A framework encompassing the above key drivers of stock 

price performance has been proposed which can benefit key 

stake holders such as bank managers, investors, and 

regulators, and contribute to enhancing shareholder value 

over time in these banks. Future research is being directed to 

study drivers of profitability and share prices of private banks 

and making comparisons with their public counterparts. 
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Abstract— The tourism in India is on growth and so is the 
hotel industry and especially budget hotel segment. This 
growth can only be sustained when the expectations of the 
guests are met and problems are resolved. The present study 
is carried out to find out the problems faced by the guests 
staying in budget hotels and to suggest the methods to resolve 
this problems. A questionnaire with open ended question was 
used and 259 valid responses were analysed using NVIVO. A 
sentiment analysis was carried out and presented in the form 
of word cloud.  The results of the study show that the 
problems faced by guests are pertaining to location, price, 
cleanliness, hygiene room availability and service quality. 

Keywords— Budget hotels, Problems, Location, NVIVO

I. INTRODUCTION

Tourism is the key driver of many economies around the 
globe [1] including India. India has been attracting tourists 
both domestic and international. The growth of tourism in 
the past decade has been steady [2], [3]. The hotel industry 
in India has also experienced similar growth during this 
period [4]. The budget segment is facing the major influx 
in the room inventories not only in India but outside as well 
[5], [6]. The segment is projected to grow at the rate of 
eight percent [4]. The major reason for this growth of the 
budget segment may be attributed to the service quality 
offered and the value for money [7] and can also be 
contributed to the growth of domestic tourism [3] as 
domestic tourists prefer budget hotels [8]. To sustain this 
growth of budget hotels segment, it is important to know 
the problems tourists are facing in this segment and then to 
work on it to counter. Hence, this study aims to achieve the 
following objectives:-

a. To explore the problems being faced by the
guests in budget hotels.

b. To suggest the solutions to the problems faced by
guests in budget hotels.

II. LITERATURE REVIEW
To achieve the objectives mentioned above, it is important 
to study the available literature to find out the factors 
which affect the customer satisfaction.
Albattat and Amer in 2016 put forth that value for money 
(for room) and cleanliness are the most important factors 
among the backpackers for satisfaction towards budget 
hotels [9]. Muhammad and Karim in 2018 found that 
cleanliness, price and location to be the top factors 
respectively [10]. Lee and Yan (2016) suggested that 
reasonable price and convenience are the top factors of 
importance among the customers [11]. Studying online 
reviews Muhammad and Karim (2020) found that price, 
location, room facilities, service and cleanliness are the 
top factors affecting customer satisfaction in budget hotels 
[12]. Samy (2016) put forward location, hotel room 
service, room rates, room comfort, cleanliness and food 
and beverage as the top factors affecting customer 
satisfaction [8]. Simangunsong (2021) ranked the top five 
factors of customer satisfaction as cleanliness, price, 
location, room size and internet for budget hotels in 
Indonesia [13]. Wirakusuma et al. (2021) studying various 
dimensions of guest satisfaction revealed that sensory 
experience is the dominant factor in guest satisfaction of 
budget hotels [14].  Sarwari et al. (2021) identified price to 
be most influential factor of preference for budget hotels 
in Bangladesh whereas services provided by the staff and 
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location were to be having no significance in customer 
preferences [15]. Ngelambong et al. (2016) concluded that 
value for money is the biggest driver of satisfaction 
towards budget hotels [16]. Khan (2020) revealed price to 
be the significant factor of guest satisfaction [17]. Susanti 
(2019) while studying the effects of service quality and 
price fairness on guest satisfaction put forth that if the 
hotels provide service quality at fair price, then they will 
be able to achieve customer satisfaction [18]. Price, 
location and value for money has also been reported to be 
a significant factor in various other studies as well 
[19]–[21].
From the above discussion, it is clear that price, location, 
value for money and cleanliness has been found to be the 
most influential factors for guest satisfaction. 

III. METHODOLOGY
Rajasthan is one of the most popular states of India among 
the tourists both domestic and international. And in 
Rajasthan, Jaipur is the most preferred destination [3]. To 
study the problems being faced by the guests staying, a 
questionnaire containing questions related to demography 
of the respondents and having an open ended question 
where the respondents could write their problems 
experienced at budget hotels. 259 valid responses were 
received. To analyse the responses recorded in open ended 
question were analysed using NVIVO. NVIVO has been 
used by various studies in tourism field [22]–[25]. The 
data has been presented using tables and figures. 

IV. RESULTS & DISCUSSION
a. Demographic profile

Table-I depicts the demographic profile of the respondents 
where it is being presented that majority of the 
respondents are male (67.18%) and upto the age of 35 
years. All except for one respondent are Indian nationals. 
In terms of occupation salaried respondents are 49.03% 
followed by students (33.97%). 

Table-I DEMOGRAPHIC PROFILE
N Percentage

Gender
Male 174 67.18
Female 84 32.43
Don’t wish 
to specify

1 0.38

Age group

Below 25 
years

95 36.67

25-35 years 108 41.69
36-45 years 40 15.44
46-55 years 10 3.86
Above 55 
years

6 2.31

Nationality Indian 258 99.61

Others 1 0.38
Education 
level

Secondary 73 28.18
Graduate 86 33.20
Postgraduate 100 38.61

Occupation
Businessman 23 8.88
Salaried 127 49.03
Student 88 33.97
Others 21 8.10

b. Sentiment analysis
When sentiment analysis of the responses to the open 
ended question was performed using NVIVO, it presented 
9 reference for ‘Positive sentiments’ and 20 for ‘Negative 
sentiments’. In ‘Positive sentiment’ 3 fell in very positive 
sentiments and 6 in moderately positive. 
‘Very positive sentiments’ included statements as 
presented below-

Reference 1 
No problems faced yet some online bookings make a big 
difference in amount and availability too

Reference 2 

Location was far away from the destinations or tourist 
locations, should have open and closed spaces both, 
interior should be pleasant and soothing and offcourse the 
most important hygiene and cleanliness

Reference 3 

I am fully satisfied

Among the ‘Negative sentiments’ 16 references were for 
‘moderately negative’ and 4 for ‘very negative’. The 
references from ‘very negative sentiments’ are mentioned 
below as-
Reference 1 

I have no any big problem to stay in budget hotel but some 
little bit problem like hot water, surprise, bad food etc.

Reference 2 

It ok but not satisfied

Reference 3 

Budget hotels don't have all professional staff as well as 
they have less number of working person (staff ).

Reference 4 

Facilities were not so much good in the high budget
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This can be inferred from the above sentiment analysis 
that the guests have faced issues like location, price, hot 
water supply, online booking, hotel facilities, bad food etc. 
This is in accordance with the studies mentioned in the 
literature review which reflected in the previous studies 
these are the factors which affect customer satisfaction. 

Sentiment analysis

Very positive
Moderately 
positive
Moderately 
negative
Very negative

Figure-I Sentiment analysis
c. Word frequency analysis

For the better understanding of the problems faced by the 
guests in budget hotels, a word frequency analysis was 
performed in NVIVO and presented in the form of Figure-
II. 

Figure-II Word cloud 
It is clear from the analysis of the word cloud that location 
is the major problem being faced by the guests with 
budget hotel in Jaipur. The cloud also predominantly 

displays ‘amount’, which in Indian context is usually used 
for price money, cleanliness, availability and hygiene. The 
same has been reflected through the reference of sentiment 
analysis.

d. Suggestions for hotels to overcome these
problems

i. The budget hotels may list themselves on
GoogleMap to ease the location related
problem.

ii. As online bookings are used in majority of
the cases, the reliable booking system needs
to be adopted.

iii. The hotels need to focus on the cleanliness
and hygiene.

iv. The hotels also need to focus on the service
quality.

V. CONCLUSION
The study using sentiment analysis of the responses 
recorded in open ended question suggested that the major 
problems faced by guests in budget hotels are related to 
the location, price, cleanliness, hygiene room availability, 
and service quality. This confirms the findings of the 
studies discussed above in this paper.

VI. LIMITATION AND FURTHER SCOPE OF
STUDY

This study only included 259 responses, which may not be 
the true representation of the tourists visiting Jaipur and 
staying in budget hotels there. Future studies may be 
carried out with larger data and a demography based 
sentiment analysis may also be carried out.

VII. REFRENCES

[1] V. A. H. Goeltom, Y. Kristiana, R. Pramono, and A.
Purwanto, ‘The influence of intrinsic, extrinsic, and
consumer attitudes towards intention to stay at a
Budget Hotel’, Tourism and Leisure, vol. 8, p. 16,
2019.

[2] IBEF, ‘Tourism and Hospitality Industry Report’,
2022. Accessed: Jun. 17, 2022. [Online]. Available:
https://www.ibef.org/industry/tourism-hospitality-
india#:~:text=As%20per%20the%20Federation%20
of,of%20the%20COVID%2D19%20pandemic.

[3] MoT, ‘India Tourism Statistics at a Glance 2021 -
English’, Ministry of Tourism, 2021. [Online].
Available:
https://tourism.gov.in/sites/default/files/2021-
09/English%20Tourisum%202021.pdf

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 255



[4] S. Keelery, ‘Hotel industry in India - statistics &
facts’, STATISTA, 2022. Accessed: Jun. 17, 2022.
[Online]. Available:
https://www.statista.com/topics/7790/hotel-
industry-in-india/#dossierKeyfigures

[5] M. Kaushik, ‘Despite all odds, the budget and mid-
market hotels flourish in India - BusinessToday’,
2019. https://www.businesstoday.in/latest/economy-
politics/story/hotels-hospitality-sector-flourish-in-
india-pocket-friendly-rooms-mid-market-categories-
indian-market-241315-2019-12-27 (accessed Sep.
16, 2022).

[6] R. Rahimi and M. Kozak, ‘Impact of Customer
Relationship Management on Customer
Satisfaction: The Case of a Budget Hotel Chain’,
Journal of Travel & Tourism Marketing, vol. 34, no.
1, pp. 40–51, Jan. 2017, doi:
10.1080/10548408.2015.1130108.

[7] S. S. I. Lei, J. L. Nicolau, and D. Wang, ‘The
impact of distribution channels on budget hotel
performance’, International Journal of Hospitality
Management, vol. 81, pp. 141–149, Aug. 2019, doi:
10.1016/j.ijhm.2019.03.005.

[8] H. Samy, ‘Exploring Factors That Influence
Domestic Tourists’ Satisfaction With Budget Hotel
Services In Egypt’, Journal of Tourism, Heritage &
Services Marketing, vol. 2, no. 2, pp. 17–22, Dec.
2016, doi: 10.5281/ZENODO.376344.

[9] A. R. Albattat and H. Amer, ‘Backpackers
Expectation and Satisfaction towards Budget Hotel:
a Case Study in Penang’, Almatourism - Journal of
Tourism, Culture and Territorial Development, vol.
7, no. 14, Art. no. 14, Dec. 2016, doi:
10.6092/issn.2036-5195/6236.

[10] N. H. Muhammad and K. J. A. Karim, ‘THE
SIGNIFICANCE OF ONLINE REVIEW ON
HOTEL ATTRIBUTES TOWARDS CUSTOMERS
ROOM PURCHASING DECISION: BUDGET
HOTEL’, International Journal of Modern Trends
in Business Research, no. 3, p. 11, 2018.

[11] M. Li and H.-B. Yan, ‘Applying Kansei
Engineering to service design: A case study of
budget hotel service’, in 2016 13th International
Conference on Service Systems and Service
Management (ICSSSM), Jun. 2016, pp. 1–6. doi:
10.1109/ICSSSM.2016.7538422.

[12] N. H. Muhammad and Dr. K. J. Abdul Karim,
‘HOTEL ATTRIBUTES ON CUSTOMERS
PURCHASING DECISION IN THE BUDGET
HOTEL SECTOR: KLANG VALLEY’, JTHEM,
vol. 5, no. 18, pp. 99–107, Mar. 2020, doi:
10.35631/JTHEM.518009.

[13] E. Simangunsong, ‘The factor analysis of
demographic, purchasing behaviour, and customer
satisfaction of budget hotel’, BISMA (Bisnis dan

Manajemen), vol. 13, no. 2, Art. no. 2, Apr. 2021, 
doi: 10.26740/bisma.v13n2.p121-134.

[14] R. M. Wirakusuma, A. A. A. Samudra, and N. K.
Sumartini, ‘Investigating The Impact of Sensory
Experience on Budget Hotel Rooms to Maximize
Guests Satisfaction’, Journal of Business on
Hospitality and Tourism, vol. 7, no. 1, pp. 171–179,
Jun. 2021, doi: 10.22334/jbhost.v7i1.284.

[15] S. Sarwari, T. A. Minar, N. S. Naaz, and M. A. A.
Hossain, ‘Customer Satisfaction Model: Identify the
Determinants of Budget Hotel’, IJTHMDA, vol. 5,
no. 1, pp. 34–51, Jan. 2021, doi:
10.4018/IJTHMDA.2021010103.

[16] A. Ngelambong, S. Kibat, A. Azmi, N. Md Nor, and
S. Saien, An examination of guest dissatisfaction in
budget hotel: a content analysis of guest review on
TripAdvisor. 2016.

[17] Z. J. Khan, ‘FACTORS INFLUENCING
CUSTOMER SATISFACTION TOWARDS
REVISIT INTENTION IN BUDGET HOTEL
(CASE STUDY OF REGENCY HOTEL
PRINGSEWU)’, 2020, Accessed: Sep. 16, 2022.
[Online]. Available:
http://repository.president.ac.id/xmlui/handle/12345
6789/4715

[18] C. E. Susanti, ‘The Effect of Service Quality and
Perceived Price Fairness on Consumer Loyalty
through Consumer Satisfaction on Budget Hotel in
East Java’, Indian Journal of Science and
Technology, vol. 12, no. 6, pp. 1–7, Feb. 2019, doi:
10.17485/ijst/2019/v12i6/141954.

[19] A. N. Abukhalifeh and K. Chandran, ‘Factors
Influencing Customer Choices: A Case Study of
Budget Hotels in Seoul, South Korea’, vol. 9, no. 4,
p. 8, 2020.

[20] X. Q. (Eden) Li and S. Qi, ‘Perceived Performance
of Budget Hotels from Online Reviews: The Case of
Macao’, Journal of Quality Assurance in Hospitality
& Tourism, vol. 0, no. 0, pp. 1–24, May 2022, doi:
10.1080/1528008X.2022.2077888.

[21] H. R. I. Radwan, ‘A Study on the Factors
Contributing to Customer Loyalty in Budget Hotels
in Cairo And Alexandria, Egypt’, AJHTL, no.
11(1)2022, pp. 26–45, Feb. 2022, doi:
10.46222/ajhtl.19770720.209.

[22] M. Selvaduray, Y. M. Bandara, R. M. Zain, A.
Ramli, and M. Z. Mohd Zain, ‘Bibliometric analysis
of maritime tourism research’, Australian Journal of
Maritime & Ocean Affairs, pp. 1–27, Apr. 2022,
doi: 10.1080/18366503.2022.2070339.

[23] H. Wahyuni, E. P. Purnomo, and A. T. Fathani,
‘Social media supports tourism development in the
COVID-19 normal era in Bandung’, Jurnal Studi
Komunikasi, vol. 5, no. 3, pp. 600–616, Nov. 2021.

[24] E. J. Salazar-Araujo, M. G. Carrillo-Angulo, M. F.
Mercado-Zapata, and A. Muñoz-Felix, ‘Cooperation

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 256



Strategies for the Strengthening of Tourism Inside 
of the Pacific Alliance Framework as an Alternative 
for Economic Reactivation in Colombia and 
Mexico’, in Advances in Tourism, Technology and 
Systems, vol. 293, A. Abreu, D. Liberato, and J. C. 
Garcia Ojeda, Eds. Singapore: Springer Nature 
Singapore, 2022, pp. 35–47. doi: 10.1007/978-981-
19-1040-1_4.

[25] P. Q. Li and J. F. Kovacs, ‘Creative tourism and
creative spaces in China’, Leisure Studies, vol. 41,
no. 2, pp. 180–197, Mar. 2022, doi:
10.1080/02614367.2021.1948596.

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 257



Farmer Assistant Bot – NLP & Conversational AI 
Narayana Darapaneni 

Director - AIML 

Great Learning 

Bangalore, India  

darapaneni@gmail.com 

Rani Mathialagan 

Student - DSML  

PES University 

Bangalore, India 

Rani.mathialagan@mresult.com 

David Pratap 

Mentor - DSML 

Great Learning 

Bangalore, India 

David.pratap@greatlearning.in 

Anwesh Reddy Paduri 

Senior Data Scientist - AIML 

Great Learning 

Bangalore, India 
anwesh@greatlearning.in 

Sudha B G 

Senior Data Scientist - DSML 

Great Learning 

Bangalore, India 

sudha.bg@greatlearning.in 

     Abstract - India’s Agricultural sector plays an important role 

in the growth and economy of the nation. It employs over 54.6% 

of the country’s workforce in various agricultural and allied 

sectors (Census 2011) such as growing crops, raising animals, 

fisheries, forestry, horticulture, and other small sectors. As of 

2019-20, India’s all-embracing GVA (Gross Value Added) is close 

to 16.5% at current prices. At the same time, the agricultural 

sector has seen knowledge and infrastructure shortfall in 

comparison to the rate at which information technology has 

developed in India. Like other sectors, the Government of India 

has introduced many initiatives and programs to digitize the 

agriculture sector with the use of technology and the Kisan Call 

Center (KCC) is one such initiative. With the introduction of 

Short Messaging Service (SMS) based platforms and next-

generation social messaging tools like Telegram, Slack, etc. 

farmers are able to connect to the latest agricultural information 

services in the present scenario. Various studies have shown that 

the KCC dataset recorded in the Government portal can be used 

for Chatbot development and design. The Farmer Bot is built with 

the KCC dataset available in the Government portal, by using the 

queries made by farmers to the KCC portal earlier and using it to 

design and develop an assistant to answer future queries. This 

paper presents an effort to create Telegram-based messaging 

channel chatbot integration to effortlessly connect with farmers 

using Open-Source Conversational AI, RASA as a tool. The 

Farmer Assistant can answer User queries with various choices 

and can display the Weather of a city. 

Keywords: Agricultural Sector, RASA, KCC portal, Telegram 

I. INTRODUCTION

India is primarily an Agrarian economy. As per the 10th 

agriculture census 2015-16 data, 49.13% reported for small 

and marginal holdings (less than 2 hectares of land), 43.16% 

accounted for semi-medium and medium holdings and 7.71% 

by large holdings. It employs over 54.6% of country’s 

workforce in various agricultural and allied sectors (Census 

2011) such as growing crops, raising animals, fisheries, 

forestry, horticulture, and other small sectors. As per 2019-20, 

India’s all-embracing GVA (Gross Value Added) is close to 

16.5% at current prices. At the same time, the agricultural 

sector has seen knowledge and infrastructure shortfall in 

comparison to the rate at which information technology has 

developed in India. There has been a good number of 

publications suggesting AI/ML techniques to improve 

agricultural practices in India. The prior research topics are 

mostly focused on crop yield prediction, market price 

forecasting, crop suggestion, disease detection, fertilizer 

recommendation and others.  

The Kisan Call Center program was launched on 21st January 

2004, is a combination of the Information Technology sector 

and Agriculture sector to empower the farmers with more 

knowledge. However, many studies have shown that the KCC 

users face many limitations, mainly with respect to network 

unavailability and congestion and also lack of knowledge of 

the call center executives to answer the farmer. 

A. Background

The Indian agriculture sector is faced with a significant 

challenge, requiring rapid growth to keep up with the 

increasing demands of the population. This sector has been 

hindered by insufficient investment in Research and 

Development and a lack of technological advancements. 

Fortunately, with the advent of new technologies such as 

mobile phones, it has become easier to introduce technology to 

farmers. 

The KCC is currently facing several challenges including 

network difficulties, issues with connecting to the center, and 

a shortage of skilled customer care representatives. As a result, 

beneficiaries of the KCC are experiencing limitations in their 

overall customer service experience. The solution will be using 

Telegram, a popular communication platform, along with a 

Natural Language Processing (NLP) model to create a chatbot 

that can answer queries related to agriculture. The tool of 

choice for building this chatbot is RASA, which is designed to 

reduce the workload at call centers and make people's lives 

easier. 
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The agricultural sector has already undergone rapid digital 

transformation, with the introduction of bots for specific 

purposes. Farmers require a wide range of information to 

sustain their farming activities, such as weather updates, 

rainfall predictions, plant protection measures, government 

schemes, fertilizers, and seed information, among others. This 

information was initially provided by local government bodies 

and later by centralized call centers that farmers could contact. 

Over time, these call centers have accumulated a vast 

information database, which modern analysts can use to extract 

relevant information and provide resolutions to farmers' 

queries. The widespread use of mobile devices and messaging 

platforms has created a demand for automated assistants or 

bots to help farmers access this information and empower 

themselves. 

B. Problem Statement

The Farmer-Bot project aims to create an NLP model by 

analyzing past queries made by farmers on the KCC portal. Its 

objective is to provide an automated system to answer future 

queries and establish a communication channel for farmers to 

get resolutions without worrying about call center schedules or 

network congestion. RASA is utilized as a tool to develop a 

Telegram-based chat-bot that utilizes conversational AI to 

seamlessly respond to the beneficiaries' inquiries. Telegram is 

chosen due to its widespread reach as a chat medium in India, 

allowing the chat-bot to be integrated into the platform 

effectively. 

C. Proposed Solution

The Conversational Bot starts with User greet to the Assistant. 

The Conversational Assistant/Chat bot responds to the user 

with a greeting message and introduces itself with “what it can 

help with and its features”. The Bot asks the User to select from 

the type of Query they wish to query the Assistant. The Buttons 

are available for making the choice. On selection of the Query 

type, the Assistant guides to next level of choices about which 

variety or crop, the user can choose from. The Weather bot is 

an additional feature to this proposed solution. The weather 

data is retrieved using an API, because weather is not a static 

entity, keeps on changing. So, any open-source weather API 

provider like OpenWeatherMap can be selected for this feature 

implementation. The RASA framework forms the base for the 

bot development and can easily integrate Python files and NLP 

algorithms. 

II. LITERATURE SURVEY

A. The present Agricultural Scenario in India

The agricultural sector in India requires governmental 

intervention to support investment, establish policies for the 

growth of agro-productivity, and boost exports, imports, and 

contributions to the GDP. The main objective of the study [1] 

is to comprehend the present state of the Indian agriculture 

industry, identify different challenges and obstacles faced by 

farmers, agro-industries, and the government in the 

development of agriculture in challenging uncontrollable 

environments, and to evaluate various governmental 

initiatives, investments, and policies for the growth of 

agriculture and the role it plays in the Indian economy. 

B. Chatbot Evolution

In a study outlined in [2], multiple papers were analyzed and 

various types of chatbots were discussed, along with their 

advantages and disadvantages. The review concluded that 

chatbots can be utilized in various settings due to their 

precision, independence from human resources, and constant 

availability. However, similar to any other technology, 

chatbots have their strengths and weaknesses. Overcoming 

the drawbacks and reinforcing the benefits of this technology 

could result in it becoming an extremely potent tool at our 

disposal. 

C. Kisan Call Center

The Kisan Call Centre (KCC) is a noteworthy initiative 

launched by the Ministry of Agriculture and Farmers Welfare, 

Government of India, aimed at providing timely and relevant 

information related to agriculture and allied sectors to farmers 

across the country through toll-free numbers available on 

landline or mobile connections. This exceptional service 

offered by the Department of Agriculture and Cooperation; 

Government of India is accessible throughout India. The KCC 

offers its services free of cost to the registered farmers and also 

provides them with SMS services in various regional 

languages, in addition to English. The outcomes have revealed 

that the advantages of utilizing the KCC services are 

substantial. Hence, it is crucial to create awareness about this 

beneficial service among the farming community [3]. 

A study was conducted in Kerala [4] to investigate the 

perception of farmers towards the Kisan Call Centre (KCC), 

which offers free agricultural advisory services via a toll-free 

number to all citizens engaged in agriculture. The researchers 

selected a sample of 150 farmers who had utilized the KCC 

service from the KCC database. The findings indicate that the 

farmers held a moderately favorable attitude towards the KCC, 

with some exhibiting highly favorable attitudes. Furthermore, 

the study revealed that several factors such as digital divide, 

awareness of KCC services, satisfaction with KCC services, 

and frequency of utilization of KCC were positively correlated 

with the farmers' attitude towards KCC. 
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Using the KCC data from Tamil Nadu call centers, which is 

available at the Open Government Data platform [12], a new 

approach was proposed to improve the performance of deep 

learning architectures in clustering sentence embeddings. The 

approach utilizes a novel double-headed autoencoder 

architecture and is compared to common deep learning 

baselines. The resulting sentence embeddings are analyzed 

externally against carefully hand-annotated data using 

measures such as cluster entropy for different semantic 

resolutions. The study establishes a framework for modeling 

and evaluating semantic embeddings, which can be applied to 

various downstream tasks, including predicting rare events 

such as drought and low yield. 

The study [5] was conducted in two districts of Kerala, India, 

and involved 100 farmers who were using KCC services. The 

authors used a structured questionnaire to collect data on the 

farmers' perception of the KCC service. The results of the study 

revealed that the farmers had a positive attitude towards KCCs 

and believed that the service was useful in providing relevant 

and timely information related to agriculture.  

In a recent study [13], the Kisan Call Centre (KCC) scheme, 

along with the Kisan Knowledge Management System 

(KKMS), Farmers Portal, and M-Kisan Portal, were analyzed 

in terms of design, implementation, and performance in 

Gujarat. The study focused on 27 Farmer Tele Advisors 

working at the Gujarat Kisan Call Center, who were surveyed 

about their interactions with 120 farmers. The findings suggest 

that these information systems have a positive impact on 

decision-making and overall performance. 

The authors [14] explain that these platforms, including the 

KKMS, Farmers Portal, and m-Kisan Portal, were developed 

to provide farmers with access to information on best practices 

for agriculture, weather forecasting, and market prices. The 

authors describe the features and functionalities of these 

platforms and how they are being used by farmers in Gujarat. 

D. Study of Chatbots

The FarmChat [6], describes a study conducted by researchers 

to build a conversational bot to help solve the information 

needs of farmers in the state of Jharkhand. The paper describes 

the study conducted on potato growing farmers in Ranchi. The 

main focus was on understanding the need of the users and 

evaluating their challenges and difficulties in using digital 

platform. The FarmChat design involves speech based 

conversational assistant to handle low literate farmers and 

users who are completely new to digital platform. 

The Agronomobot [7] paper focuses on the data recorded from 

the Wireless Sensor Network installed on the vineyard. The 

work is based to access information received from eKo field 

sensors by the Telegram Bot API and integrate with Telegram 

based messaging platform. NLP based conversational AI 

techniques have been implemented using IBM Watson 

platform for intent detection. There is plan to expand this work 

to other messaging channels and also incorporate speech 

communication and image classification.  

E. RASA Framework:

The paper [8] introduces RASA as an open-source python 

library for designing and developing conversational 

assistants. There are two main components, Rasa NLU and 

Rasa Core.  

The article [9] discusses the key features of Rasa, including 

the ability to handle complex dialogue flows, support for 

multiple languages, and integration with external APIs. It 

highlights the advantages of using Rasa for developing 

chatbots and voice assistants, such as faster development 

time, greater flexibility, and improved accuracy. 

The objective of RASA is to make it easy for understanding 

dialogue flow management for developers who have very 

limited knowledge in programming. The framework is simple 

and easy to use and can be easily implemented with very little 

experience.  

Figure 1. RASA Flow Chart 

F. NLP Concepts

In the field of natural language processing (NLP), TF-IDF is a 

commonly used technique for analyzing text data. One 

application of this approach is in the domain of agriculture, 

where it can be used to help farmers find answers to their 

questions and problems. By inputting a query into the system, 

relevant questions and their corresponding answers can be 

retrieved using TF-IDF to identify similar queries. This method 

assigns weight to each word based on its frequency and inverse 

document frequency, without considering its relevance. The 

resulting information can be leveraged in training programs to 

improve the effectiveness of call agents and enhance the 

overall customer experience. Paper [10] provides further 

details on this approach, both in terms of manual and automatic 

implementation. 

The review paper denoted as [10] provides a fresh perspective 

on the history, current state, and future potential of natural 

language processing (NLP) technology by incorporating recent 
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advancements in NLP research. The article examines the 

evolution of NLP research as a confluence of three 

interconnected paths, namely Syntactics, Semantics, and 

Pragmatics Curves, which are likely to culminate in the 

development of natural language understanding. 

G. Understanding LSTM in NLP

Paper [11] introduced a novel approach to flood forecasting 

using a data-driven method. The approach involved the 

construction and thorough evaluation of an LSTM neural 

network model for predicting the flood flow at the Hoa Binh 

Station on the Da River, over one-day, two-day, and three-day 

periods. Unlike conventional rainfall-runoff simulation 

models that require a diverse range of input data, such as 

topography and land-use information, the proposed model 

utilized only measured data available at the target station and 

upstream hydrological and meteorological stations to forecast 

the flow rate at the target station for multiple outputs. 

III. PROPOSED METHODOLOGY

A. System Architecture

RASA is an open-source tool with Python libraries and natural 

language understanding (NLU) to build client base Artificial 

Intelligence chatbots. It also allows the developer to train the 

model for various intents and add user defined custom actions 

as per the requirement. 

Chatbots built using RASA can be implemented on multiple 

messaging platforms like Facebook messenger, Telegram, 

WhatsApp, Microsoft bot and Slack etc. Rasa has two major 

elements: 

a. RASA NLU (Natural Language Understanding): RASA

NLU is an open-source natural language processing tool

for intent classification and entity identification. It is used

for extraction of the entity from the assistant in the form

of structured data and helps the chat-bot understand what

user is aiming to tell.

b. RASA Core: A chatbot development framework that

employs machine learning techniques for managing

dialogues. Instead of using traditional if-else statements, it

utilizes a probabilistic model such as the LSTM neural

network to predict the most appropriate next action based

on structured input received from the Natural Language

Understanding component.

The steps involved are: 

• Intent declaration: A new intent is created with sample

examples to train the Bot on all possible queries that a User

can ask. The location is marked as an Entity so that the

NLU can set aside a Slot that will capture the location

details in the query.

• The domain.yml file is updated with all the nlu intents

created and also the Bot responses for each intent.The

domain file also has details of Entities, Slots and the

Actions.

Figure 2. RASA framework – NLU/CORE flowchart 

• A story is a flow of a dialogue conversation between a

user and an assistant. The user inputs are transformed into

intents and entities for the Bot to understand user query

and take appropriate action that are indicated in the story

flow.

• The story captures all actions executed by the bot and the

responses are captured and recorded to keep a track in the

history.

• When creating a story, it is important to define slot events

under the "slot was set" section. For any slot that is set

within the custom action flow, it is necessary to include

the corresponding "slot was set" event in the custom action

call without delay.

IV. IMPLEMENTATION DETAILS

A. The Framer Bot Implementation

Outlining the steps for the conversational flow in the Bot for 

Crop related Query from the User. Chat conversation between 

the user and assistant tends to capture patterns to identify 

common intents from the user input.  

For example, the user-bot conversation can follow: 

1. Welcome and Greeting

2. The Bot replies with message of “what it is capable

of”, indicating a good practice for a better user-bot

involvement.

3. Bot offers whatever the User may be looking for

4. Assistant asks the user to type in the query OR

5. The User can select from the Choices listed by the Bot

6. The Bot replies to User query

7. Assistant says “Thanks” and goodbye

If the user types in an irrelevant or out of Scope query, the Bot 

gracefully retracks the User to make a Correct selection from 

the List. This sequence of steps may look simple, but designing 
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this conversation is a difficult task. Generating NLU training 

data for Bot project contains: 

1. Data directory- the data files are trained for NLU.

2. Dialogue management models.

The Data directory contains two files: 

• nlu.md - This file lists out NLU model training examples.

This contains intents, in other words, User objectives, and

expressions that represent those intents in many different

ways. The entities are extracted from the user dialogue by

NLU training with respect to example expressions listed in the

intent NLU file.

• Intents – The intents are declared using a double hashtag (##)

or Hyphen (-).  It is best practice to define the examples to

express user intents in as many ways as possible. This makes

it easier for the bot to train when user query is sent as input.

• Entities are tagged with their type in parentheses and labeled

with square brackets.

In the given below example, in the nlu.md file, an intent called 

askaddy question is created, which represents a user’s query about 

paddy plant protection. 

Figure 3. Intent declaration for Paddy query 

• domain.yml - The domain is most important component

of a Rasa dialogue management model. It captures all the

information in which the bot operates, including:

• What the user means: This simply means the user intent

and understand the entity from input.

• What utterances the model can provide: like responses or

custom actions that bot needs to perform.

• What information to remember: This is the flow of

conversation that the assistant saves as part of training and

learning process.

stories.md - the file containing story data. Stories are example 

end-to-end conversations. The Farmer bot involves steps to 

create the intents which can capture all possible ways a User 

can ask a question. Three sample intents were implemented for 

Chilli, Mango and Paddy related Plant Protection queries. 

The model is trained for the intents created and various story 

lines. It is the Tested with Rasa shell or rasa x UI. The Talk to 

Bot tab in rasa x , initiates the sequence of queries, starting with 

User greet. 

Figure 4. Story for Chilli related query 

B. Weather Bot Implementation

There are 2 sections in Weather Bot integration in RASA 

framework: 

Weather API 

To collect the weather data using an API, because weather is 

not a static entity, keeps on changing. So any open source 

weather API provider like OpenWeatherMap can be selected. 

A User has to just sign-in into the site and then in the API keys 

section an API key is provided to access their data. 

Weather Description 

A custom Action code is added in the action.py file. This 

Custom code picks the location entered by the user for weather 

query and retrieves the weather description for the city. The 

Slot set sends the city to the URL in the custom action file. This 

in turn executes the openweathermap link to give the weather 

description. The below figure shows the details for Bangalore 

and Chennai. 

Rasa Conversational Flow 

The conversation between the bot and the farmer is initiated by 

the end-user. A greeting or a goodbye reset the conversation to 

the main menu. This way the previous interactions are 

removed, and the chat starts afresh. The bot reports the current 

temperature and weather description for the city mentioned in 

the query. When the city is not entered in the query, the bot 

shall request or prompt for it and fetch the information for the 

user. 

C. Messaging Channel – Telegram Integration

Rasa Open Source offers a wide range of connectors that are 

readily available for linking to various messaging and voice 

platforms. Additionally, Rasa enables users to connect to 

websites or applications via pre-configured REST channels, 

or to create custom connectors tailored to their specific needs. 
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Figure 5. Weather Bot - Temperature and weather 

description for Bangalore 

V. RESULTS AND DISCUSSION

A. Datasets

The Kisan Call Centre (KCC) dataset, which can be accessed 

on the Indian government's official website, "data.gov.in", 

comprises 11 columns of information sourced from the portal. 

The data spans from 2006 to 2020 and is available in CSV 

format. It is categorized by district and state and is updated on 

a monthly basis. To access the JSON data for specific districts 

in Telangana, a sample URL is provided: 

http://dackkms.gov.in/Account/API/kKMS_QueryData.aspx?

StateCD=02&DistrictCd=0201&Month=01&Year=2015 

Below are the details of the dataset, which comprises the 

following attributes: 

• Season - indicates the specific time of the year when the

query was raised.

• Sector - pertains to the relevant sector related to the query,

where there are five significant sectors such as

Agriculture, Horticulture, Animal Husbandry, and

Fisheries.

• Category - signifies the specific category within a

particular sector, such as Vegetables, Animals, Cereals,

Drugs, and Narcotics, among others.

• Crop: crop about which information is asked –Potato,

Paddy, Chilli, Mango, Sesame.

• Query Type: Wider classification of query – Plant

Protection, Weather, Nutrient Management, Weed

Management, Sowing Information etc.

• Query Test: query/question asked by the farmer.

• KCC Answer: Reply by the KCC executive to the farmer.

• State Name: State information.

• District: District information.

• Block Name: Block information.

• Created On: Date of query creation

Figure 6. KCC dataset – Entire dataset and its Data types 

Exploratory Data Analysis on the dataset 

• Check for null values and check for duplicates: The season

column data showed Null values which were filled with

Forward Fill method.

• Dropping duplicate rows: There are @ 7365 of duplicate

rows and are dropped for ease of working with duplicated

rows

About Query types: The Query types shows the various types 

of queries asked by a farmer to the portal. The top 10 queries 

indicate that Plant Protection is a major concern and seconded 

by Weather conditions. 

Figure 7. Top 10 Query types in Telangana KCC dataset 

B. Results

The testing process is thorough and helps the designer to 

continuously work on achieving better accuracy. This way the 

bot can be trained and improvised and work better on test 

stories. It is advisable to keep the test stories as real as possible, 

to truly represent the conversation when it goes LIVE. 
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Intent Classifier Report 

The Rasa test script produces a confusion matrix 

(intent_confusion_matrix.png), report (intent_report.json) and 

confidence histogram (intent_histogram.png) for the intent 

classification model.  

Intent Precision Recall F1 

score 

Support 

Goodbye 0.9 1.0 0.9 11 

Mood_unhappy 1.0 1.0 1.0 14 

Ask_onion_info 1.0 1.0 1.0 2 

Bot_challenge 0.4 1.0 0.6 4 

The report displays recall, precision and F1-score for each 

intent and provides an overall average. It is saved as JSON file 

using the “--report" argument. 

The intents that have been predicted wrongly are recorded and 

updated in errors.json for easier debugging. The confusion 

matrix shows intents that are inaccurate for others. The results 

show that the Assistant is performs well for most 

conversational flow. It captures few wrongly interpreted 

actions as indicated in the confusion matrix. 

Figure 8. Intent Confusion Matrix 

The histogram given above shows that many intents correctly 

interpreted by the BOT with over 96% confidence. Some 

intents are found to have lower confidence ranging above 

threshold and their count is considerably less. Some intents are 

predicted wrongly and it can be seen that very few of them are 

in lower confidence range. 

Figure 9. Histogram - Intent Prediction with Confidence Distribution 

VI. CONCLUSION AND FUTURE WORK

A. Project Progress and Conclusion

The model is trained for the intents created and various story 

lines. It is the Tested with Rasa shell or rasa x UI. The Talk to 

Bot tab in rasa x, initiates the sequence of queries, starting with 

User greet. The Telegram messaging channel is integrated with 

the RASA framework. The Assistant welcomes the User after 

the “GREET” and displays few options to make choices. Seven 

different Query type options are displayed to the User to 

choose from or type in any query of their choice. 

Weather Bot Query 

The first “Weather Bot query” button displays the temperature 

of city entered by the User; The Bot has been improvised to 

display the weather description as feature enhancement from 

previous work in Phase 1. The temperature of Chennai is 

displayed along with the weather description when it is asked 

in the query by the User. 

Plant Protection query 

The Plant Protection query option recommends suitable 

treatment for a plant that is selected. This option has 4 crop 

varieties namely, Mango, Chilli, Paddy, and Watermelon for 

which the plant protection suggestions are captured. The 

answers from Kisan call centre answers are displayed when a 

variety is chosen from the list. 

Sowing information query 

The Sowing information query gives the User a list of crop 

varieties (Ground nut, Onion, Ridge gourd and Maize) whose 

sowing details will be answered. Also, Market information 

details for Telangana market commodity prices can be viewed 

when clicked in the URL   
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Weed Management Query 

The Weed Management option has additional feature of 

navigation to URL link. The link 

https://www.rythuagro.in/about-us/ 

Rythu Agro Market is an eCommerce portal that a farmer can 

rely on, for farm products. The items are delivered to the user’s 

doorstep and can be ordered from the ecommerce channel 

easily. This way there is no need to travel long distances from 

their villages. The portal offers wide variety of products that 

range as follows: Seeds, Fertilizers, Pesticides, Farm 

equipment, and Agricultural tools, etc. 

The Farmer bot’s Weed Management, helps the Farmer with 

list of crops to choose from and also provides a URL to Farmer 

Portal, wherein the Farmer can find all the information , he may 

need to handle Weeds in his farm. 

Nutrient Management Query 

The Nutrient Management Query type provides the Kisan Call 

Centre answers for few crops (Chilli, Cotton, Paddy, Tomato, 

Turmeric) listed in the dataset. The user can find Nutrient 

related queries answered for the crop of his choice. 

Today’s Market Price query 

The Today’s Market Price feature of Farmer Bot can help the 

Farmer get the Telangana Rythu Market Price by clicking a 

URL. 

Figure 10. Telegram – Rythu URL to display Today’s Market Price for 

Commodities 

The button Today’s Market price is additional feature to 

navigate to the Telangana Market, link 

“https://vegetablemarketprice.com/market/telangana/today’ 

and display the price of commodity "as-of-today" listed in the 

portal.  

Handling Out-Of-Scope queries 

The user can type in any query in the Telegram. The Bot replies 

with the relevant answer from the KCC answer. If the question 

asked is irrelevant to the conversation and out of scope for the 

Bot, the Assistant gracefully returns a Message – “ Sorry, I’m 

unable to understand your query, please select from the Menu”. 

B. FUTURE WORK

• Add more varieties of commodities in the list.

• Explore NLP algorithms to automatically answer User

query.
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Abstract—In this paper, design and simulation have
been presented for air-coupled circular capacitive 
micromachined ultrasonic transducer (CMUT) by using 
analytical approach and the results obtained are compared 
with FEM-results achieved using MEMCAD tool 
CoventorWare®. The proposed structure, its design and 
simulations are optimized for 4 MHz frequency application. 
Our objective is to perform static and dynamic analysis of 
the designed CMUT structure for air as medium. The 
designing, simulation and optimization are carried out by 
considering state-of-the-art wafer bonding technique. The 
results of analytical and FEM simulations show good 
agreement with each other. Using the models, the structure 
was optimized for membrane radius, membrane thickness, 
gap height/depth, pull-in voltage and bandwidth for 4 MHz 
applications. 

Keywords—capacitive micromachined ultrasonic
transducers (CMUT), wafer bonding, pull-in voltage, FEM 
modelling, MEMS device design flow. 

I. INTRODUCTION

In the area of physics the word ultrasound applies to 
all the acoustic energy with frequency above human 
hearing. Ultrasonic technique is a very famous method 
to generate the information about physicochemical 
properties of the material when high frequency sound 

wave interacts with it. Nowadays researchers found 
ultrasonic technique application in various fields like 
environment, pharmaceutical, defence, oceanography, 
medical diagnosis/therapeutic and material science field 
[1]. Ultrasonic transducer is one such device which is 
implementing for such applications. Ultrasonic 
transducers are of two types, viz., piezoelectric 
micromachined ultrasonic transducers (PMUT) and 
capacitive micromachined ultrasonic transducer. PMUT 
utilizes the piezoelectric effect of structural membrane 
for sensing the ultrasonic signals. In recent years, 
CMUT has emerged as an alternative choice to 
piezoelectric based transducers. They have many 
advantages over PMUT which includes better 
bandwidth, sensitivity, signal-to-noise ratio, efficiency, 
fabrication of arrays and low mechanical cross-
coupling. They also offer better advantages during 
fabrication and integration with electrical circuits. As 

Fig.1:  Operational mode of CMUT:  (a) CMUT as transmitter; (b) 
CMUT as receiver. 

Department of Science and technology (DST) under grant-in-aid 
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CMUTs are relatively new and most of the 
commercially available transducers are based on 
piezoelectric materials but CMUT is one of the 
promising MEMS devices for many such applications 
and may replace it for many more applications in future  
[2]. Using MEMS technologies and silicon 
micromachining techniques it is possible to fabricate 
very complex arrays of geometries which is essential 
for transmitting high pressure and detecting small 
signal of ultrasound [3]. CMUT working principle is 
based on the electrostatic phenomena. It is basically a 
parallel plate capacitor with flexible top and fixed 
bottom plate electrode/substrate. Fig. 1 shows the 
working of CMUT in transmitter and receiver modes. 
In transmitter mode, ac signal of natural frequency of 
the structure is applied with a DC bias between the two 
electrodes. The membrane starts vibrating and 
generating ultrasound waves of the same frequency into 
the surrounding medium. Similarly, in the receiver 
mode the electrodes are DC biased for polarization, and 
when ultrasound waves impinge on the membrane, it 
deflects as a result capacitance between top and bottom 
electrode changes and generates current at the same 
frequency [2]. 

 The paper is on circular-CMUT device for air 
coupled applications as it provides good impedance 
matching with the surroundings unlike PMUTs, which 
requires acoustic impedance matching layer on the 
surface for better transmission of power. Here, for the 
proposed device structure, major design parameters are 
discussed. The proposed device is designed, simulated 
and optimized by considering 4 MHz frequency 
applications and objective is to perform static and 
dynamic analysis of the CMUT cell for air as medium. 
The designing, simulation and optimization for the 
device are carried out by focusing on state-of-the-art 
wafer bonding technique [4]. 

 The paper is organized as follows: Section 2 
explains the device design flow; Section 3 presents 
design methodology, and analytical modeling and 
simulations of air-coupled CMUT; Section 3 is also 
focused on to validate analytical model and with deeper 
understanding on the device structure, properties and 
performance under static and dynamic conditions, FEM 
simulations of device were carried out using MEMCAD 
tools CoventorWare® in this Section; Results and 
discussion are elaborated in Section 4; Fabrication 
process based on wafer bonding approach is presented 
in Section 5 and finally the paper is summarized in 
Section 6. 

II. DEVICE DESIGN FLOW

There is a strong relationship between device structure 
design and fabrication technology. The fabrication 
technology must be able to realize all the features of the 
designed device structure and the design must consider 
the limitations of the fabrication processes of that 
technology. Only if the design is tolerant against all 
process variations, the reproducible performance of the 
device can be achieved. If the device design is robust in 
all fabrication process steps, the devices design can 
achieve the targeted specifications. Regarding the time-
frame and cost, it is always preferable to change the 
device design rather than the fabrication technology. 
Device design is generally a very complex subject. 
Functionality of the fabricated device is the most 
obvious requirement, but there is more than that, i.e., 
device must work reliably under all the operating 
conditions, e.g. temperature, humidity, radiation or 
vibration. Device design has its impact on all of 
advance stages of the process flow. Good or bad design 
can lessen or enhance efforts and subsequently cost of 
device development significantly. Exact Device 
capabilities depend on four major steps as depicted in 
Fig.2. 

A. Technology selection

In the recent decade considerable research on
CMUTs fabrication has been conducted and reported. 
For realizing the CMUT devices two fabrication 
technologies are currently dominated, one is surface 
micromachining and the other is wafer bonding, i.e., 
anodic, adhesive and fusion bonding. In surface 
micromachining method, the sacrificial membrane of 
CMUT device is released using surface 
micromachining technique to create cavity on to the 
substrate. However, this technique has some 
limitations, i.e., major issue is sticking problem of 
membrane during release and other is non-uniformity of 
membrane. By addressing the limitations of surface 
micromachining technique, in the present design wafer 
bonding technique for instance anodic wafer bonding to 
achieve the designed structure [12].  

B. Material selection

After technology selection, the other challenge was
to select the material for the CMUT.  The important 
material selection parameter for CMUT device are 
matching of acoustic impedance, high 
frequency of transducer, high temperature range

Fig.2:  Device design flow for MEMS
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(>400°C), compatibility with microfabrication 
technology, large deflection limit within failure 
strength, good mechanical and electrical properties. 
The types of materials which can be used for CMUT 
are diamond, silicon carbide, silicon and its 
derivatives, metals (Au/Ni/Cu) and polymers. Based 
on the best suited properties and considering the 
requirements of device as well as fabrication using 
microfabrication technology, silicon and silicon 
dioxide were used for CMUT fabrication [10-12].  

Based on the technology selection, which is 
anodic wafer bonding in the present case and 
materials selection as discussed in this section, the 
structure proposed for the CMUT is as in Fig.3.  

C. Geometry Selection

The geometry selection of the proposed structure
plays a crucial role in design, simulation and 
development of Ultrasonic transducer. Many 
researches designed, simulated and developed 
CMUTs using different device geometries like 
square, rectangular, hexagonal and circular. After 
studying comparative analysis of all the geometries, 
it is found that circular geometry is best for CMUT 
devices due to its symmetry. Also, the sensitivity of 
circular structure is highest because it exhibit 
maximum displacement of the membrane. So, by 
considering the   advantages of circular geometry it 
has been taken for the analytical and FEM 
simulations conducted for the circular-CMUT [5]. 

D. Dimension selection

The device dimension of ultrasonic transducer is
one of the most challenging parts out of all four 
selection steps. It includes thickness of membranes, 
radius of membrane, cavity depth. All the parameter 
of the dimension should be well optimized for 
obtaining optimum functioning of the device. The 
most important properties of the CMUT device 
resonance frequency and pull-in voltage are most 
affected by above mentioning parameter and also by 
the intrinsic properties of the given device structure 
layers [4]. Here in the present case for circular-
CMUT cell optimal parameters were obtained by 
analytical model and validated by FEM simulations. 
The analytical and FEM modelling and simulations 
are presented in the next section.  

Fig. 3: Proposed CMUT cell structure 

III. DESIGN METHODOLOGY AND
MODELLING 

It is well know that CMUT is nonlinear dynamic 
system as it shows significant nonlinear 
characteristics during its both the modes of operation. 
To design and analyze such a nonlinear system, 
generally approximations are taken in modelling and 
numerical methods to solve the nonlinear differential 
equations. There are mainly three types of method 
which is used to demonstrate the electromechanical 
behavior of the device. The first method is spring-
mass-damper system, in this the analytical approach 
is very efficient to provide CMUT design intuition 
and numerical analysis, as results, all the 
performance parameter of device can be obtained. 
The second method is equivalent circuit model, in 
this the energy conversion relation is used to 
expresses the performance parameter of CMUT by 
using the components in the circuit systems. The 
device modelling process is complicated and 
approximation is used for calculations, so accurate 
performance of CMUT device cannot be reflected in 
the results. Third method is FEM-based, which is 
most common and accurate for simulations of such 
devices, in this method the device geometry is 
constructed, setup the boundary conditions in the 
software which uses the multi-physics interaction 
capability to obtain performance parameter of the 
CMUT device. In this paper, spring-mass-damper 
method is used to capture the behavior of a circular-
CMUT cell. Design equations for the CMUT are 
based on the mass-spring-damper parameters. 
Comparison of analytically obtained results with 
FEM showed that the method reasonably accurate to 
captures the CMUT behavior for desired range of 
device design. 

A. Analytical Modeling of CMUT

Analytical modeling of capacitive micromachined
ultrasonic transducer is first and foremost 
requirement for the understanding the behavior of 
CMUT device structure and physics with fast 
evaluation of device performance to have first-cut 
design. In CMUT capacitive sensing is used for 
obtaining the physical variation of the device 
structure. It consist two parallel plate configurations 
with a layer of insulator in between, which act as 
dielectric medium. The top electrode with membrane 
and insulator referred to as diaphragm acts like 
vibrating element. In acoustic application, the force 
from the acoustic waves results in vibration of the 
membrane, which causes the change in the 
capacitance of the device. This variation can be easily 
detected by the circuit to see the value of variable 
capacitance. In order to understand the working of 
these sensor many researchers proposed equivalent 
model that have correlation with the actual operation
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Fig. 4: Spring-mass-damper model 

of device. One such analytical model for CMUT is 
spring-mass-damper model as shown in Fig.4. A 
capacitive micromachined ultrasonic transducer 
consists of a movable membrane in which a top 
electrode is separated by bottom electrode with an 
isolation layer of insulator sandwich between them to 
avoid any short circuit in the device during large 
membrane displacement. In this model the vibration 
membrane is equivalent to a plate having mass, m 
and the mechanical restoring force of the membrane 
is equivalent to a spring, k. The surrounding medium, 
which is air in present case and acoustic impedance, 
acts as damper, b. 

The force on spring and capacitor causes the mass 
to actuate is governed by (1): 

F + F + F = Fsp mel dp (1) 

where, Fel is the electrostatic force acts when a 
voltage is applied between the two electrodes, Fsp is 
the restoring force known as spring force and Fdp is 
the damping force.  

The electrostatic force is calculated by 
differentiating the potential energy with respect to 
vertical displacement, z as shown in (2): 

 

d 1 2F = - CV(t)el dz 2

Aε1 d2 0= - V(t)
2 dz d - z0

2V(t) Aε0F =el 2
2 d - z0

 
 
 

  
  

    

(2)

where, V(t) is the applied voltage across the 
capacitor, A is the surface area of the capacitor plate, 
C is the capacitance of capacitor, 𝜀0 is the 
permittivity of free space, 𝑑0 is the effective gap 
between top and bottom electrode and x is the 
displacement of the capacitor plates in positive 
direction. 

The spring force is the restoring force of the 
membrane and damping force is given by (3): 

dz
F = -kz,F = bsp dp dt

  (3) 

where, k is the spring constant of the membrane. 

By Newton’s second law of motion, 

2d z(t)
F = mm 2dt

 (4)  

Substituting all the forces in (1), a second order 
time dependent equation is given by (5): 

 

 

22 V(t) Aεd z(t) dz 0m - b + kz - = 0
2 2dtdt 2 d - z0

 (5) 

In order to reduce the complexity of the equation 
we eliminate harmonic term by substituting  
V(t) = Vdc to obtain:   

2AV ε0dc = kz
22(d - z)0

 (6) 

When DC voltage is increased, the electrostatic 
force between the electrode increases as given by (6), 
but the spring force remains constant as it varies with 
the displacement. After certain point when 
electrostatic force reached at certain value where it 
overcome the spring force which results collapse of 
membrane. The voltage at which the membrane 
collapse is known as pull-in voltage. The equation of 
pull in voltage can be obtain by rearranging (6) and 
solving three-degree polynomial in z, it is shown by 
(7): 

28kd0V =collapse 27Aε0
  (7) 

As CMUT membrane is considered under the 
distributed load and its spring constant is given by 
(8): 

 
216πEdmk =

2 23R 1- υ
  (8) 

where, E is known as the young’s modulus of the 
membrane material, dm is the membrane thickness, R 
is the membrane radius and v is the Poisson’s ratio. 
The area of the circular membrane is defined by (9):  

2A R   (9) 

On substituting value of (8) and (9) in (7), we can 
rewrite it as (10): 

3 3
128 10

2 481 (1 )0

Ed dm
Vcollapse R 

  


(10)  

The variation of pull in voltage with membrane 
radius and cavity height can be calculated using 
above equation. The desired fundamental frequency 
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which is also known as resonance frequency, fr is 
given by (11):   

1 k
f =r 2π M0

(11) 

where, M0 is the effective mass of the membrane, k 
is the spring constant of the membrane. The 
expression for the effective mass of the membrane 
can be written as given by (12):  

 

4
2 2

M = ρ d Am m0 λa mn

 
  
 

(12)  

where, ρm is the density of the membrane and (λa)mn 
is a constant corresponding to the mode shapes of 
the membrane. Substituting spring constant from (8) 
and effective mass from (12) in (11), we find the 
resonance frequency as expressed by (13): 

 
2 2(λ ) Eda1 00 mf =r 2 22πR 12 1- ν ρm

  (13) 

As we can see from (13), the resonance frequency 
is function of membrane radius only. A relation 
between pull-in voltage and resonant frequency 
found to be linear in nature, its expression is as 
follows:  

 

3ρ d dm m512 0V = 2πfrcollapse 427 ε λa 000

   (14) 

The spring constant of the system, given by (8) is 
only valid for unbiased system, whereas, in reality it 
changes with the applied DC voltages. The main 
reason for this abrupt behaviour of the membrane 
under bias condition is known as spring-softening 
effect, which arises due to increase in the electrostatic 
force in the membrane in the same direction as of the 
displacement [5, 6]. 

To perform analytical modeling of device we first 
choose specifications of CMUT device with device 
structure based on the technology and its materials 
properties, as shown in Table I, and II; respectively.  

Using the analytical design equations, code is 
implemented in the MATLAB and after the multiple  

TABLE I. TARGETED SPECIFICATIONS FOR CMUT 

Parameter Device Specification 
Medium Air-Coupled 

Operating Frequency 4 MHz 
Pull-in Voltage > 110 VDC 

Bandwidth 1.0 MHz 
Quality Factor 5 

TABLE II. MATERIALS PROPERTIES USED FOR THE 

DESIGN 

Material Name 
Parameter Gold SiO2 Si 

Young’s Modulus (GPa) 69 70 169 
Density (kg/m^3) 19300 2200 2300 

Poisson’s ratio 0.42 0.17 0.22 
Dielectric constant - 3.90 11.90 

iterations the optimized design parameters were 
finalized to achieve the targeted specifications. For 
the device to operate for 4 MHz application radius of 
membrane is considered to be 39.0 µm and cavity 
depth 220 nm. All optimized design parameters are 
summarized in Table III. The simulated results for 
considering the device dimension and material 
parameter are discussed in next subsection. Fig. 5(a) 
shows the resonant frequency of the devices which 
comes out to be 4 MHz with bandwidth of 1.01 MHz. 
Similarly the Pull-in voltages of the device found to 
be 120 volt when applied DC sweep voltage to the 
device shown in Fig. 5(b). Transient analysis 
performed on device by exciting the membrane in 
first mode of vibration for obtaining quality factor 
and settling time of the device and values obtained 
are 5.0 and 1.0 µsec, respectively. 

B. FEM Modelling and  Simulations

The commercial FEM simulation software 
MEMCAD tools CoventorWare® was used to model 
and simulate the circular-CMUT cell. Fig. 6 shows 
the process flow used to create 3D FEM model of the 
CMUT cell using solid model builder module an 
oxide layer, silicon membrane layer, gold electrode 
top and bottom layer modelled. Fixed boundary 
condition has been imposed to fix all the direction of 
CMUT cell [4]. For all the simulation studies purpose 
tetrahedron meshing applied to the model. Different 
modules of CoventorWare were used for the detailed 
analysis; MemMech solver was used for modal 
analysis of the devices for finding modes of 
vibration, frequency of vibration, and transient 
analysis, similarly Co-solve module was used for 
evaluating pull-in voltage and coupling coefficient, 
and harmonic EM solver was used for evaluating 
bandwidth and quality factor of devices [7-8].  

a) Modal analysis: As discussed earlier that
our CMUT cell design contains silicon membrane 
that remains suspended over cavity. The main motive 
of doing modal analysis simulation is to find the for 
first mode of vibration known as natural frequency of 
device. As shown in the Fig.7(a) below three mode of 
vibration of CMUT device, for first mode of 
vibration we got natural frequency of 4.35 MHz. 

b) Static displacement at different pressure: As
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TABLE III. OPTIMIZED DEVICE DIMENSIONS 

Parameter Value 
Radius of membrane (µm) 39 

Top electrode thickness (nm) 220 
Insulator layer thickness (nm) 200 

Silicon membrane  thickness (µm) 2 
Cavity height (nm) 220 
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Fig.5: Simulation results using MATLAB tool: (a) Frequency 
response of CMUT cell; (b) Displacement of membrane along with 
applied DC voltage, i.e., pull-in voltage analysis; 

shown in Fig. 7 (b) static displacement of the 
membrane at different pressure condition. As we 
know two main kinds of pressure exerted on the 
membrane one is atmospheric pressure which is due 
to surrounding and other is electrostatic pressure 
which is due to applied DC voltage in the membrane. 
In this simulation study displacement of membrane 
has been observed under all three conditions for the 
simulated device. 

c) Pull-in voltage analysis: A DC voltage
applied between top and bottom electrode of CMUT 
deflects the plate towards the bottom electrode. If the 
applied DC voltage is less than the pull-in voltage, 

the upper electrode plate deflects to a stable position 
because of restoring force or stiffness of the 
membrane. Applying a DC voltage greater than the 
pull-in voltage causes the top electrode plate to 
overcome the stiffness of silicon membrane and snap 
in contact with the bottom electrode of CMUT. This 
voltage is often referred to as collapse voltage. To 
gain the maximum sensitivity of the CMUT device 
we have to operate our device at maximum 
displacement of the membrane or close to the bottom 
electrode, for this we need to calculate the pull-in 
voltage of CMUT device.. This pull-in voltage is a 
key parameter as it determines frequency response, 
sensitivity and total output pressure of the CMUT 
device. Fig. 7(c) shows the pull-in analysis of the 
device value of pull-in voltage found to be 127 volt. 

d) Capacitance vs. DC Voltage analysis: As
discussed above sensitivity of the CMUT devices is 
maximum when the distance between membrane and 
bottom electrode is minimum or the capacitance 
between the two will be maximum, so for optimum 
performance of device it is very important to know 
the capacitance value of device. Once we know the 
point of maximum capacitance value we can tune our 
device to achieve optimum sensitivity. The Fig. 7(d) 
show the variation of capacitance of CMUT devices 
when DC voltages sweep. The cavity height reduces 
as we increase the electrostatic force between the 
membrane and substrate, as a result of this 
capacitance of the devices increases with the 
increased in bias voltages. The maximum value of 
capacitance found to be 0.126pF at 127 volt.  

e) Static displacement of membrane with DC
bias voltages: The static displacement in CMUT 
membrane in different bias condition under 
atmospheric pressure condition allows us to tune the 
transducer accurately. The displacement of the 
membrane is minimum when no DC bias is applied 
or electrostatic force on membrane is zero and its 
value increases with increase in electrostatic force 
across the membrane. Fig. 7(e) shows the 
displacement of CMUT membrane under different 
electrostatic biasing condition at atmospheric 
pressure. The initial displacement of membrane is 
22nm which is due to atmospheric pressure when no 
DC bias is applied, after varying the DC bias the 
distance between the membrane and plate has been 
reducing. If we further increase the biasing beyond 
certain voltage it will collapse the membrane. 

f) (Harmonic analysis of CMUT for resonant
frequency and bandwidth: The harmonic analysis has 
been performed for measuring the resonant frequency 
and bandwidth of the device. Fig. 7(f) shows the 
displacement of membrane vs. frequency sweep and  
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) 

(e) 
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) 

Fig.6:  Process flow for 3-D model of CMUT cell using 
CoventorWare (a) Cavity Etch; (b) Bottom electrode metal 
deposition; (c) Silicon membrane; (d) thermal oxide; (e) Top 
electrode metal deposition.  

value of resonant frequency found to be 3.76 MHz. 
Also bandwidth value calculated for the device and it 
is approximate 763.77 kHz. 

g) Transient analysis: Transient analysis is
performed by exciting the membrane using
electrostatic signal. Fig. 7(g) shows the transient
analysis of the device with and without damping.
From transient response of device with damping we
calculated two important device parameter namely
the quality factor and settling time, its value found to
be 6 and 1.2 μsec respectively.

h) Sensitivity of CMUT: Sensitivity is an
important parameter to describe the transducer 
performance. There are   two types of sensitivity for 
CMUT device i.e. electrical sensitivity. Fig. 7(h) is 
used for calculating the sensitivity of the designed 
device. The value of electrical and mechanical 
sensitivity found to be 0.03 fF/kPa and 0.3 nm/kPa 
respectively. 

i) Electromechanical Coupling Effect: A
transducer is a device converts one form of energy to 
another form. In CMUT the conversion of energy is 
from mechanical to electrical and vice-versa. Hence 
another key parameter of CMUT considers is 
electromechanical coupling coefficient. This 
coefficient determines the energy conversion 
efficiency of CMUT from electrical to mechanical 
domain. Basically, the electromechanical coupling 

coefficient denoted by kT 
2 (=Emech /Etotal)is the ratio of 

mechanical energy to the total energy stored in the 
CMUT cell. By using graph as shown by Fig. 7(d) we 
calculated value of fixed capacitance CS and as 
shown in Fig. 7(j) slope of charge vs. DC voltage 
uses to calculate the value of free capacitance CT .The 
value of  kT  calculated by using value of  CS and CT , 
capacitances of transducer in the equation for  kT 

2= 
(1-CS/CT )   [9],  it value found to be 0.21 for the 
simulated results.  

IV. RESULTS AND DISCUSSION

To validate the analytical results of circular 
CMUT cell further modelling and simulations were 
carried out in FEM simulator. The results of both the 
methods are found to be closely matched with minor 
deviation as shown in Table 4. For analytical method 
the resonant frequency of the device is 4.0 MHz with 
1.01 MHz bandwidth, also quality factor and settling 
time found to be 5 and 1.0 µsec, respectively. The 
pull-in voltage for device is found to be 120 Volts. 
The FEM modelling and simulation of CMUT device 
was carried out using the MEMSCAD tool 
CoventorWare. The resonant frequency found to be 
4.35 MHz with bandwidth 0.76 MHz, the quality 
factor and settling time were 6 and 1.2 µsec, 
respectively. The pull-in voltage for the device found 
to be 127 Volts. The electrical sensitivity comes out 
to be 0.03 fF/kPa and mechanical sensitivity 0.3 
nm/kPa.  In the analytical modelling to simplify the 
model few assumptions were made for first-cut 
design analysis; one such assumption was 
electrostatic fringing-field effect which was ignored 
and all the materials and their physical properties 
were assumed to be perfect. The electrostatic force 
depends on the amplitude of the applied DC bias 
Voltage. The generated electrostatic force is resisted 
by a mechanical restoring force known as spring 
restoring force, which is proportional to the 
membrane displacement. For better coupling between 
electric and mechanical domains it is desired to 
operate the CMUT close to Pull-in voltage. At higher 
bias voltage or with increase in the bias voltage the 
electrostatic force also increases those results into the 
decrease in the effective spring constant due to spring 
softening effect. This results in to the decrease in the 
membrane resonant frequency, as a result of this 
displacement of the membrane increases, bandwidth 
of device decreases, quality factor and settling time 
increases. 
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Fig.7: Plots of circular CMUT cell: (a) Modal analysis; (b) Static displacement at different pressure condition; (c) Static displacement vs. DC 
voltage (Pull-in voltage); (d) capacitance vs. DC voltage; (e) Membrane displacement w.r.t. different DC voltages; (f) Membrane displacement at 
resonance frequency; (g) Transient analysis of displacement in the membrane; (h) Change in capacitance vs. pressure. 

(a) (b) 

(c) 

(e) 

(d) 

(f) 

(g) (h) 
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Fig. 8: Generic fabrication process flow for CMUT device using wafer bonding method  (a)  Glass wafer; (b) Glass wafer coating and patterning 
for cavity etch using photoresist; (c) cavity etch using BOE solution; (d) Ti/Au deposition for bottom electrode; (e) Ti/Au lift-off process using 
acetone solution to remove unwanted metal; (f) Silicon-on-insulator (SOI) wafer; (g) Anodic bonding of Glass wafer with SOI wafer; (h) Handling 
layer etched in TMAH solution using bulk micromachining;   (i) Photo resist coating and patterning for top electrode; (j) Ti/Au deposited and 
unwanted metal removed using lift-off process. 

V. FABRICATION OF THE CMUT

By considering all device design flow discussed 
in Section 2, we concluded final CMUT device cell 
structure and its cross sectional view is shown in Fig. 
3 [4, 14]. Anodic wafer bonding method will be used 
to realize the CMUT device. Wafer bonding 
technique simplifies the process by eliminating the 
requirement of sacrificial layer also it allows better 
stress and dimensional control as well as provides 
high yield. This process required three level of mask 
to realize the device.  

The proposed fabrication process can be 
summarized as shown in Fig. 8. The fabrication 
processes will start by realizing the cavities on the 
Pyrex glass substrate, for this Pyrex glass substrate 
will first chemically cleaned by using Piranha 
solution, then positive photoresist coated and 
patterned for first level photolithography. After 
photolithography cavities will form on the substrate 
by standard wet chemical etching of Pyrex using 
BOE solution. After cavity formation, metal 
deposition without removing photoresist will be 
performed. We will deposit 20 /200 nm titanium (Ti) 

and gold (Au) thin films, respectively on top of 
cavities etched substrate/wafer. To realize the bottom 
electrode of CMUT the metal deposited wafer will be 
then merged into acetone solution for liftoff process 
to remove unwanted metal from substrate surface 
along with PR. Next step will be the anodic bonding 
of SOI wafer with Pyrex glass using wafer bonder 
system after aligning the substrate by using aligner 

TABLE IV. COMPARISON OF ANALYTICAL AND FEM 
RESULTS FOR CIRCULAR CMUT 

Parameter Targeted Analytical FEM Deviation
(%) 

Medium Air-
Coupled 

Air-
Coupled 

Air-
Coupled - 

Operating 
Principle 

Electrosta
tic 

Electrostat
ic 

Electrosta
tic - 

Resonant 
Frequency 

(MHz) 

4 4 3.73 6.75 

Bandwidth 
(MHz) 

1.0 1.01 0.76 24.7 

Pull-in (V) ≥ 100 120 127 6.1 
Quality 
Factor 

5 5 6 20 
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Settling 
Time 
(μsec) 

- 1.0 1.2 20 

Operating 
DC bias 
(Volt) 

- 100 100 

- 
Operating 
AC (Volt) 

- 10 10 - 

TABLE V. PERFORMANCE SUMMARY OF CMUT 

Parameter Value 
Medium Air-Coupled 

Operating Principle Electrostatic 
Resonant Frequency (MHz) 3.73 

Bandwidth (MHz) 0.76 
Pull-in (Volt) 127.34 
Quality Factor 6 

Settling Time (μsec) 1.2 
Operating DC bias (Volt) 100 

Operating AC (Volt) 10 
Electrical Sensitivity (fF/kPa) 0.03 

Mechanical Sensitivity (nm/kPa) 0.30 
Coupling Coefficient (kT) 0.21 

system. After bonding 375 μm handle layer of silicon 
will be removed using 25% by weight tetra-methyl-
ammonium-hydroxide (TMAH) solution at 80 0C. 
The wafer will place into electron beam evaporation 
chamber to deposit 20/200 nm Ti and Au thin film 
respectively followed by lift-off process to realize the 
top electrode of the CMUT. 

VI. CONCLUSIONS

An air-coupled CMUT device design was 
accomplished for 4 MHz frequency applications. The 
spring-mass-damper model was used in this work 
which is based on analytical approach. It is very 
much desired to use this method as it provides the 
design intuition and efficient numerical analysis of 
the device performance. By using this method, we 
can predict the CMUT behaviour for wide range of 
designs. We can use the analytic method for complex 
transducer design. Later analytical design, can be 
validated using FEM analysis, by comparison of 
analytical results with the FEM we understood that 
 the model properly capturing CMUT’s behavior and 
with reasonable accuracy. Performance parameters of 
designed circular-CMUT are summarized in Table-5. 
This type of hybrid model combining analytical 
approach with the FEM simulation can save lot of 
time for designing a CMUT. This analysis will be 
helpful in future for performance characterization and 
optimization of CMUT device arrays. Wafer bonding 
based fabrication process also has been proposed and 
discussed. Fabrication and characterization of CMUT 
is under process and will be reported in future. 
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Abstract—The intermittent nature of renewable energy sources
(RES) and varying load demand degrades the voltage profile in
a power system. A hybrid energy storage system may be used
to overcome this issue. However, maintaining the state of charge
(SoC) of HESS is an issue. Using high pass or low pass filter is a
conventional way to assign the power to the HESS. The proposed
standalone microgrid consists of a solar photovoltaic (SPV) gen-
eration, a battery energy storage system (ESS), a supercapacitor,
and a load. The proposed method controls DC link voltage using
model predictive control. The proposed technique gives better
results than the conventional filter-based control. The proposed
system is simulated in MATLAB simulink.

Index Terms—Standalone microgrid, Model predictive control,
State of charge, Supercapacitor, Hybrid energy storage system

I. INTRODUCTION

Due to the drive to switch from fossil fuels to RES and poli-
cies aiming at reducing carbon emissions, a large integration
of distributed energy sources (DERs) in the power system can
be seen in the past few decades. Integrating renewable energy
sources has significant potential to reduce our dependency
on conventional energy generation. Microgrids are one such
method of energy generation without disturbing the existing
way of energy generation using utility grids [1]. Distributed
generation (DG) units such as solar power generation, wind
power generation, etc., are connected to the existing power
system with the help of power electronic converters [2].
Storage devices are also connected to the system to supply
continuous power to the load, making it a microgrid [3]. A
small-scale standalone microgrid is a low voltage system that
consists of distributed energy resources and an ESS to provide
energy in remote locations [4]. Microgrids are considered
a boon in rural or remote areas where it is impossible to
provide energy using conventional ways [5]. In case of grid
failure, microgrids potentially disconnect themselves from
the main grid and start working autonomously. A microgrid
may be allowed to disconnect from the main utility grid for
maintenance purposes or during fault conditions to make it
work as a single controllable entity [2] [6]. The varying nature
of the DGs and the demand conditions deviates the voltage
from its permissible limits [7]. Voltage deviation mitigation
is a critical issue in microgrid systems [8]. Model predictive
control (MPC) has been shown to be an effective method
for controlling the voltage deviation in microgrids [9]. model

predictive control has the ability to predict future states of the
system, allowing it to adjust its control parameters accordingly.
This can result in more stable and reliable operation of the
microgrid system [6]. In addition, ESSs such as battery ESSs
are being used to help mitigate voltage deviation in microgrids
[10]. By controlling the state of charge (SOC) of these battery
ESSs, they can be used to absorb or inject power as needed
and thus help maintain a steady voltage level. In this article,
we will discuss how model predictive control can be used for
voltage deviation mitigation in a microgrid and how ESSs like
battery ESSs can be used to improve its performance [9]. In
this article, a standalone microgrid is proposed, which consists
of PV generation DGs while a battery energy storage systems
and supercapacitor are used as hybrid ESS for managing the
difference in the generated power and the required power along
with the load [8]. Since the output of SPV is intermittent,
it keeps changing depending upon the availability of the
sun. Also, the requirement of the load changes within a
day. Therefore there may be a mismatch between the power
generated and the power required by the load. To compensate
for this power mismatch, a hybrid ESS is also connected
to the microgrid [11]. When the generated power is more
than the required power, the hybrid ESS consumes the extra
amount of energy generated while it discharges itself in case
the load requirement is more [12]. Hence, the hybrid ESS helps
in balancing the power and managing the voltage deviations
that may occur due to the power mismatch if not controlled
instantly. Many studies have been done in the field of control
of standalone microgrids [13], [14]. Conventional two-loop
control, outer voltage control loop, and inner current control
have been used majorly by most researchers. However, this
control has some significant drawbacks. Due to the feedback
loops, the control system becomes very complicated and pro-
vides a very slow response. Implementing such a controller is
tedious and time-consuming, requiring tuning the PI controller
parameters. Section II presents system modelling. Section III
presents proposed method. Section IV explains the results ,
while the conclusion is discussed in section V.

II. SYSTEM MODELLING

Fig. 1 shows the test standalone DC microgrid consisting
of PV supply, a battery ESSs, a super-capacitor and a DC
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load. The PV acts as the source for the DC load and both
are connected to the DC link via power electronic converters.
In order to serve the load all the time, PV is made The
combination of battery ESSs and super-capacitor forms hybrid
ESS and are connected to the DC link via their respective
DC/DC bidirectional converters. This hybrid ESS operates to
mitigate the voltage deviation in case of mismatch in the
supply and demand. Fig. 2 shows the circuit model of the test
microgrid where Ibat is the battery current, ISC is the super-
capacitor current. IHESS is the total current of the hybrid ESS
and Idiff is the difference between the load current and the
PV current. Vbat and VSC are the voltage across the battery
and the supercapacitor respectively. When the PV power is
more than the load power, the hybrid ESS gets charged. On
the other hand, when PV does not generate power sufficient
enough to feed the load, hybrid ESS support the system and
discharge themselves. The DC voltage deviations during the
switching events are minimized by the support of hybrid ESS.

Idif = IL − IPV (1)

where Idif is difference between the load current and PV
current IL is load current and IPV is PV current

Pdif = PL − PPV (2)

where Pdif is the difference between the load power and PV
power PL is the load and PPV is the PV power

Idif =
Pdif

VDC
(3)

where VDC is the DC link voltage.

Lbat
dIbat
dt

= Vbat −RbatIbat − VDC(1− d1) (4)

where Ibat is the battery ESSs current, d1 is the duty cycle of
battery ESSs, Vbat is the voltage across battery ESSs.

Lsc
dISC

dt
= VSC −RSCISC − VDC(1− d2) (5)

where ISC is the supercapacitor current, d2 is the duty cycle
of supercapacitor, VSC is the voltage across supercapacitor.

C
dVDC

dt
= Ibat(1− d1) + ISC(1− d2)−

Pdif

VDC
(6)

where C is the capacitance of the link and Pdif is the
difference in load power and generated power.

d1 = kpbat(i
bat
ref − Ibat + kibateinbat) (7)

where kpbat proportional gain of battery ESSs’s PI controller,
ibatref is battery ESSs reference current, kibat is integral gain
of battery ESSs’s PI controller and einbat is integral of error
between battery ESSs current and it’s reference value.

d2 = kpSC(i
SC
ref − ISC + kiSCeinSC) (8)

where kpSC proportional gain of supercapacitor’s PI controller,
iSC
ref is supercapacitor reference current, kiSC is integral gain

Fig. 1. Test microgrid

Fig. 2. Circuit model for test microgrid

of supercapacitor’s PI controller and einSC is integral of error
between supercapacitor current and it’s reference value.

einbat =

∫
(ibatref − Ibat)dt (9)

einSC =

∫
(iSC

ref − ISC)dt (10)

ibatref (s) = (
1

1 + Tf
(s))iref (s) (11)

where ibatref (s) is the laplace form of ibatref , Tf filter’s time
constant and iref (s) is the total hybrid ESS reference current.

iSC
ref (s) = (

Tf (s)

1 + Tf (s)
)iref (s) (12)

where iSC
ref (s) is the laplace form of iSC

ref and iref (s) is the
total hybrid ESS reference current.

iSC
ref (s) + ibatref (s) = iref (s) (13)

III. PROPOSED METHOD

Model Predictive Control involves using a mathematical
model of the microgrid to predict the behavior of the system
over a given time horizon. This model can include information
about the various components of the microgrid, such as the
generation sources, storage devices, and loads, as well as
information about the physical characteristics of the micro-
grid, such as the power flow and voltage levels. Based on
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Fig. 3. Block diagram for the operation of model predictive controller

the predicted behavior of the system, the MPC algorithm
calculates the optimal control actions to take in order to
meet the desired objectives. These control actions can include
adjustments to the output of the various generation sources
and storage devices, as well as the scheduling of loads and
the management of energy storage.

One of the key advantages of MPC for microgrids is that
it can handle the complexity and variability of the system,
and can optimize control actions over a range of different
operating conditions. This makes it a powerful tool for man-
aging the operation of microgrids in real-time, and can help
to ensure that the system operates in a safe, reliable, and cost-
effective manner. In the proposed technique, current reference
is generated by feeding the error signal of voltage and it’s
reference value to the PI controller. The proposed model
predictive control based current allocation mechanism receives
this reference current. To ensure the supercapacitor and filter
operate continuously, the suggested method uses an model
predictive control module shown by Fig. 3. The controller
of the model predictive control system manages the state of
charge of the supercapacitor while considering its limits. To
achieve this, the system uses a dynamic model to forecast
the error between the supercapacitor’s state of charge and its
desired value for each time step within a prediction horizon.
The system then calculates a series of compensatory currents
for a control horizon and applies the initial current to reduce
the error. The compensator then transmits a compensatory term
to the high pass filter, which is dependent on the difference be-
tween the SoC of the supercapacitor and the reference current
for the hybrid energy storage system. After passing through
the high pass filter, the output becomes the reference current
for the supercapacitor, to which the battery energy storage
systems are added and subtracted as necessary. This allows
the battery and supercapacitor to work together, ensuring that
the battery gradually charges and discharges the supercapacitor
as required. As a result, the model predictive control technique
can effectively manage the SoC within the desired range,
ensuring that the supercapacitor functions properly. A flow
chart is presented to illustrate the operation of this controller
in Fig. 4

The model predictive control controller uses relationship
between the supercapacitor current and its state of charge value
during the prediction stage. Here, the model predictive control
controller uses the dynamic model of the filter to allot the
current to battery ESS and supercapacitor, and then forecasts
the supercapacitor state of charge fluctuation throughout the
course of its prediction interval. The model predictive control

Fig. 4. Flow chart of working of model predictive controller

controller then calculates a series of compensation terms dur-
ing the optimization step in order to reduce the difference be-
tween the supercapacitor state of charge and its reference value
while taking into account the supercapacitor state of charge
limits. The model predictive control controller then uses the
first value in the sequence and advances to the next. The high
pass filter is then sent the compensation term. Accordingly,
the reference currents of the battery ESSs, and supercapacitor
depicted), are recast in this manner by assuming that the DC
microgrid containing the high pass filter and microgrid voltage
controller. As a result, the model predictive control controller
subtracts the value from the battery ESSs reference current
and adds a compensating term to the supercapacitor’s reference
current. As a result, the suggested filter based model predictive
control technique offers extra coordination between the battery
ESSs and supercapacitor, allowing the battery ESSs to progres-
sively charge or discharge the supercapacitor in accordance
with the compensation term that is modified by the model
predictive control compensator. It should be emphasized that
the model predictive control controllers’ inherent capacity to
incorporate input and output limitations into their optimization
stage is an intriguing feature. However, traditional linear or
nonlinear controllers do not offer this intriguing characteristic.
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Fig. 5. Load power variation with time

They therefore cannot be as useful for this application as
the model predictive control approaches. For instance, in
the proposed filter based model predictive control technique,
the model predictive control compensator can swiftly change
the compensatory term to prevent the supercapacitor state
of charge violation in a switching-less way if it predicts a
violation of supercapacitor state of charge violation during its
prediction horizon. The supercapacitor and filter can thus be
guaranteed to operate continuously due to the model predictive
control compensator.

IV. RESULTS

A text microgrid as defined in Fig. 1 was simulated in
MATLAB/Simulink. The proposed system consisting of model
predictive control controller was then compared with the
conventional filter based technique. This section deals with the
comparison of the two. Fig. 5 represents the load variation with
time. Five scenarios for load variation has been considered for
the proposed system, scenario 1 is at t=1.2s, the load power is
increased from 10 kW to 15 kW and is maintained at 15 kW
till t=1.5s. Scenario 2 is observed at t=1.5s when the load is
decreased from 15kW to 10 kW and is maintained at the same
level of power till 2.1s. At t=2.1s, pulsed load variation can
be observed till t=2.5s which is considered as scenario 3. At
t=2.9s, scenario 4 is observed when the load power is increased
from 10 kW to 19kW and maintained till t=3.9s. Finally at
t=3.9s, scenario 5 can be observed as the decrease in load
power from 19 kW to 10 kW. To compare the conventional
method with the model predictive control based method, same
scenarios have been incorporated for both the systems.

Fig. 6 indicates the variation in the state of charge of
supercapacitor for different scenarios for the conventional
method and model predictive control based method. The
supercapacitor comes into action during transients for both the
cases. During scenario 1, in case of conventional method, the
state of charge of supercapacitor reaches almost its lower limit
till the time load power is dropped. while for model predictive
control based technique, the state of charge goes down as the
supercapacitor has to discharge itself to support the rise in load
power but it doesn’t remain the same. It increases after steady
state is reached. Similarly, during scenario 4, the state of
charge of supercapacitor hits it lower limit and supercapacitor
eventually stops working till the load power is dropped On the

0 1 2 3 4 5 6

time (s) 105

10

20

30

40

50

60

70

80

S
o

C
 o

f 
s
u

p
e
rc

a
p

a
c
it

o
r 

(%
)

MPC method

Conventional method

Fig. 6. SoC of the supercapacitor

0 1 2 3 4 5 6

time (s) 105

120

140

160

180

200

220

240

260

280

D
C

 l
in

k
 v

o
lt

a
g

e
 (

V
)

Conventional ethod

MPC based method

Fig. 7. DC bus voltage

other hand, due to the model predictive control based method,
the state of charge of supercapacitor increases after hitting
its lower limit due to the action of battery ESSs which starts
charging the supercapacitor.

Fig. 7 shows the variation in DC bus voltage for the said
scenarios for the two cases. During scenario one, load power
is increased which is indicated by the dip in DC voltage level.
A small amount of dip in DC link voltage can be observed
for both the cases. During case 2, drop is load power was
observed which can also be observed here in the form of rise in
DC link voltage. During scenario 3, pulsed variation in load is
indicated by subsequent dips and peaks in the DC link voltage.
Now, during scenario 4, state of charge of supercapacitor has
hit its lower limit and hence it is not able to consume the
fluctuation during this transient and hence multiple dips and
peaks are observed on the DC link voltage level for both the
cases. However, lesser dips and peaks can be observed for
model predictive control based method as compared to the
conventional one. The DC link voltage level is maintained
within the permissible limits.

V. CONCLUSION

Conventional techniques are present to allocate power be-
tween the hybrid ESS components. However, there may be a
scenario when the state of charge of one of the hybrid ESS
hit its lower limit and stop working. This makes the syste
unstable and causes deviations in the DC link voltage. To
address this issue, the proposed model predictive control based
method assign the current between the battery ESSs and super-
capacitor. When the state of charge of supercapacitor reaches
its lower limit, due to the action of model predictive control,
battery ESSs restores the state of charge of supercapacitor and
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limits the violation of state of charge limits. It provides better
transient stability and voltage profile.
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Abstract—The motive of this research paper is to analyze the 
consumer’s perspective toward product adaptation strategies 
followed by the major FFRs or fast-food restaurants in Pune and 
consequently be able to discuss the importance of the same. The 
study was only for Domino, Pizza Hut, KFC, McDonald’s, and 
Taco Bell chains in Pune. The mode of sampling followed was a 
questionnaire, and 300 responses were recorded for the study. This 
research aimed to probe possible explanations for consumers’ 
perspectives and subsequent reactions to the product adaptation 
strategies of fast-food restaurants. Moreover, explanations were 
sought for the rate of success of these strategies. 

Index Terms—product adaptation, consumer buying behavior, 
consumer perspective, Pune 

I. INTRODUCTION

The mind-set of consumers in Indian marketplace was quite 

traditional as they would prefer cooking food at home than 

eating outside. When major fast-food companies like 

McDonald’s and Pizza Hut came into India, they were faced 

with this challenge. It posed a great difficulty for them to 

establish their business here. However, due to recent trends, the 

fast-food industry in India has undergone serious 

transformations and growth. The most important of them all has 

been the quality of the product and variety of service that has 

widened the earlier traditional mindset of the consumers in the 

country, especially, towards these FFRs. 

Global fast-food companies now have to face off against 

Indian fast-food companies that offer a blend of traditional 

cuisines along with continental dishes. Therefore, global fast-

food companies have had to adapt themselves to the diversified 

taste and culture of India keeping in mind the affordability to 

the consumer. 

In the present day, the fast-food industry has adapted well to 

the dynamic shift in taste and preferences, and food 

requirements of Indian customers. Due to several campaigns 

and showcases, these companies have gained immense 

popularity, especially with the youth that accounts for most of 

the population in the country. Fast food restaurants have kept in 

mind Indian eating habits and altered the products the same 

way [1]. 

The retailers have also gone through several changes 

themselves in terms of strategies and business development. 

Monetary development is commonly combined with 

enhancements in a country’s nutrition resource, equally 

quantifiable and subjective, and steady reduction in healthful 

lacks. Likewise, it achieves changes in the generation, handling, 

circulation & promotion of the importance of nourishment [2]. 

India’s amazing monetary development in the course of re- cent 

decades and progressively comprehensive development as of 

late have brought about per capita salary relentlessly expanding 

in genuine terms at market costs, equally in urban and country 

territories. The change is happening both among rustic and urban 

family units. Different components adding to the adjustment in 

the utilization design is the expanding urbanization. Amid the 

latest decade, globalization has likewise assumed an essential job 

in the change of nourishment utilization examples of Indian 

family units [1]. 

The long discussion in international marketing in relation to 

whether businesses should standardize or alter their product 

adaptation approach and promotional strategies keeps on being 

a focal point of research. While leading the examination [3] 

have inspected the connection between clients’ traits, esteem, 

and accommodation associated with discernment by means of 

payment. While trying to go past the polarity of products, 

adjustment of such products has concentrated chiefly on social 

contrasts. 

II. LITERATURE REVIEW

Factors for the emergence of the fast-food industry include: 

Gender Roles: Gender roles have gone through many 

changes in the last decade. With more working women, time to 

cook food at home is less preferable. Rather, these groups 

prefer to go out and eat to save energy, effort, and time. Fast 

Food provides an easy alternative in these situations. Therefore, 

this is a leading factor in the growth of this industry. [1] 

Consumer Sophistication and Confidence: Customers have 

turned out to be always complex in outgoing occasions. A large 

portion of them would prefer not to invest energy in cooking 

food at home. Also, this is the place the drive-thru eateries have 

pointed their technique. The majority of the significant players 

in the market have established the frameworks of certainty and 

confirmation in the consumer’s mind as solid and clean and 

have begun to partner it as a social image for esteem and status. 

[4] 

Lack of Time: People nowadays have no energy to prepare 

home-cooked meals. In light of the advancement of employed 

women and a number of other delightful things, such as ready-

made food products. Drive-through diners satisfy their craving 

in an energetic and effortless way, extending the advancement 

of drive-through restaurants in the country. 

Two-Fold Income Group: The introduction of a double 

income policy means additional money to be spent outside. 

People spend this extra money to satisfy their needs and live a 

well-off life. People start spending on products with higher 

social value [5]. 
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Now focusing on some Macro-Economic Factors for Emer- 

gence of FFI in India: 

Rise in per capita income: There has been a significant rise 

in the per capita revenue of Indian residents in the last decade. 

Higher-income means higher disposable income, and this 

allows people to have the option of spending this money outside 

at fast food restaurants. 

Growth of Economy: With the liberalization policy of 1991, 

more and more ventures from abroad entered India and 

expanded their business. More pay in the hands of the residents 

resulted in more reserve funds, and more investment funds led 

to greater ventures by these firms which helped in the overall 

development of the Indian economy as well. [1] 

Huge population: Our country has the second largest 

population in the world and thus provides a huge prospective 

market for all businesses. Conformation of the populace 

includes a younger group with high income. [4]. 

Relaxation in rules and regulations: After 1991, most taxes 

and tariffs were deregulated and removed. This led to ease of 

doing business in the country and attracted more and more 

firms around the globe. 

Studies [4] have explored the relationship among buyers’ 

frames of mind, financial attributes, and drive-thru food 

utilization recurrence. The decision to adapt the product to the 

factors that govern the market is a major decision that all 

managers across the world are faced with. The degree of change 

in these products often proves to be the turning point in a 

successful or unsuccessful sale. As product adaptation observes 

critical study and contemplation, it appears that consumers 

often enjoy these modifications, and their approach towards 

them has started to mature. Product adaptation strategies may 

be considered the greatest compelling aspect for fast food 

restaurants. Analyzing how earlier studies have shown that 

standardization improves performance results, later research 

recommends that this may not generally be the situation. 

Moreover, with the increase in homogenous markets around 

the globe, it is still important to discuss whether these fast-food 

restaurants will mix up the product adaptation and 

standardization in their products. With that impression, looking 

beyond the variance in similar and differentiated products 

would be even more stimulating. However, one important factor 

that a lot of researchers and experts seem to throw very little 

light on is the factor of consumers’ perspective of these product 

adaptation strategies. A firm may modify its products and 

advertise it hoping for the expected results, but a consumer’s 

decision-making is varied from individual to individual, region 

to region, product to product, time to time. This study aims at 

examining that perspective, although limiting itself to the 

boundaries of the city of Pune and its major Fast-Food 

Restaurants. 

The consumer decision-making process is a process that 

defines the behavior of that individual. It’s a process that 

evaluates and helps the user to finalize the product or service 

that fulfills their needs. In other words, it means how 

individuals arrive at a conclusion to spend their resources on a 

product or service to satisfy their needs and wants. [6] had 

broken down the links among the administration value, 

observed consumer esteem, loyalty, and post-purchase motives 

in the junk food industry. 

The process shows consumer behavior's emotional and 

cognitive side, which these businesses and marketers can 

exploit to formulate plans and policies. Each and every decision 

is the result of several strategic decisions converging into a final 

strategy. 

[7] has exactly analyzed the view of undergrads purchasing

products at cheap food eateries in the Philippines. The 

examination recognizes the measurements that the understudies 

feel critical of while choosing a cheap food eatery. The 

scientists have utilized conjoint investigation and distinct 

measurements to discover the responses to the exploration 

questions. The investigation uncovers that menu cost is the most 

critical measurement pursued by the nature of the sustenance 

served, eatery brand, staff administration, and cleanliness-

related components. 

Research Purpose 

Therefore, the primary motivation behind this examination is 

to explore and examine the consumer’s perspective on the 

product adaptation strategies undertaken by fast food 

restaurants in Pune. 

By utilizing existing speculations, this examination means to 

enhance the comprehension of this theme. The consequences of 

the investigation should additionally teach and subsequently 

outfit us with data to put together vital choices with respect to. 

In order to understand which factors are the driving force 

behind the consumer’s response to product adaptation in these 

fast-food chains, the hypothesis proposed is as follows- 

H0 There are no factors affecting consumer response to the 

adaptation strategy followed by fast food chains in Pune 

H1 There are factors affecting consumer response to the 

adaptation strategy followed by fast food chains in Pune 

Research Gap 

This study focuses the comprehensive analysis of a study on 

changes in Consumer Buying Behavior as a result of Product 

Adaptation with reference to Fast Food Restaurants in Pune The 

relationship between factors affecting this decision specifically 

for adapted products has not yet been explored much, especially 

in the Indian context, so it difficult to narrow down the factors 

and their implications. 

III. BACKGROUND

Multinational companies aim to develop their business 

practices, increase profitability and overcome any problems 

related to the saturation of existing markers, expand their 

operations to overseas markets.  Some people see markets as 

becoming more similar and increasingly more global and 

believe that the key to survival is companies’ ability to 

standardize. Others point out the difficulties in using a 

standardized approach and therefore support tailoring and 

market adaptation (Vrontis, Demetris & Thrassou, Alkis, 2007). 

A 

Overview 

McDonald’s 

McDonald’s in India faced a unique challenge as the market 

proved to be more locally responsive than other global 
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expansions of the company. McDonald’s has to customize its 

menu specifically for the Indian populace and its taste.  This is 

seen through the creation of Indianized menu for the country, 

with spices being used extensively to provide the local flavor 

[8]. The company replaced its core product, the Big Mac, with 

Maharaja Mac, further localized addition to the menu was 

McAloon Tikki, Kebab sandwiches, and a vegetarian pizza 

MacPuff that dominated the new menu. 

Pizza Hut 

Following along the lines of adaptation to the local taste, 

Pizza Hut came out with its own localized menu. The Indian 

food heritage is rich in flavors and spices, inspiring new 

products. Pizza Hut came out with a Tandoori range of pizzas 

for India's generally price-sensitive consumer base. Pizza like 

Spicy Paneer and Chicken Tikka are exclusive to the local 

menu, thus being able to position well within the likes of the 

consumer. 

Dominos 

Dominos followed suit when it came to creating a local menu 

with a focus on spice and herbs in its products. The brand spiced 

up its products as well for the Indian market with a spiciness of 

2 stars is about four stars in the United States. To woo Indian 

local flavors and a price-conscious audience, new pizzas were 

made from scratch, like the Taco Indiana dish that was inspired 

by the North Indian kebabs and paranthas. 

Taco Bell 

Inspired by Mexican cuisine, the brand is popular all around 

the world. For its product adaptation in the Indian market, Taco 

Bell came out with localized products like Tikka Masala 

Burrito, which is exclusive to the local menu. Taking inspiration 

from local flavors for the creation of new products in the menu 

has been the brand strategy in the Indian market [9]. 

Kentucky Fried Chicken (KFC) 

Catering a predominantly non-vegetarian menu, KFC came 

out with veg products for the Indian consumer base as a high 

proportion of them are vegetarian. Products like Veg Zinger and 

Veg Snacks were added to the menu to please the vegetarian 

base. It would seem that KFC, which is synonymous with non-

veg worldwide, gave way to India’s penchant for vegetarianism. 

The brand has followed the launch of non-veg combination 

meals with it veg equivalent for the Indian market. The brand 

has tailored its global strategy to match the local tastes and 

preferences of Indian consumers. 

The brief insight above into product adaptation catering to 

Indian taste and consumer base shows the magnitude to which 

global fast-food chains had to adapt to the unique huge Indian 

market in order to survive and be profitable. Hence it becomes 

imperative to understand consumer’s response to such carefully 

curated strategies of product adaptation. For a fast-food brand 

to become successful and achieve prosperity in emerging 

markets, the products need to adapt to the likes and heritage of 

the local population [10]. 

Therefore, the objectives of this research are (a) Explore 

product adaptation techniques already being used by the 5 

major Fast-Food Chains (b) To study what variables induce 

changes in Consumer Buying Behavior as a result of Product 

Adaptation in major Fast-Food Restaurants in Pune (c) 

Consumer response based on their demographics. 

Research Methodology 

Participants 

A total of 300 participants’ responses were analyzed for the 

study, out of which most respondents were 18-25 years old. 

Attention was given to the fact that the study must remain 

heterogeneous regarding gender and age. 

Sample Design 

The data was collected from the customers who frequently 

visited the major fast food restaurant chains like McDonald’s, 

KFC, Domino, and Taco Bell in Pune urban region. As per data 

released by the Govt. of India for Census 2011, Pune is an 

Urban Agglomeration coming under the Million Plus UA/City 

category. According to government records, the total 

population of Pune UA/Metropolitan region is around 5 00,000. 

Out of the given questions, only 261 questionnaires were 

complete and valid for the analysis. 

IV. DATA ANALYSIS

The questionnaire consisted of 2 parts. The first set consists 

of background & demographic information of the respondents 

like Age, Gender, Income, Spending, etc. While the second part 

consists of questions on various factors that affect consumers’ 

response to product adaptation in these fast-food chains. For the 

second part, a 5-point Likert scale was chosen to be included for 

all the following questions in the questionnaire. Questions 9-12 

were based on the influence of online media in shaping 

consumers’ responses to these adaptations and also covering 

the awareness of the product in consumers’ minds. Questions 

13-16 were based on price as it proves to be a significant

determinant in the purchase of any product. Moreover, the

Indian consumer is generally price sensitive, and thus it

becomes an important factor to explore. Questions 17-19 were

based on a combination of the meals provided, covering areas

like complimentary items, blends of flavors, variants, etc.

Finally, the last set of Questions from 20-23 focused on the

meal (product) and covered characteristics like nutrition

information, ingredients, size, etc.

Data Interpretation 

The valid number of responses is 300 taken up for analysis. 

The responses are measured with respect to 5 fast food chains 

in Pune that are being interpreted for analysis i.e., Pizza Hut, 

Taco Bell, Domino, Kentucky Fried Chicken, and McDonald’s. 

Descriptive Statistics 

Using the factor scores from the analysis, a descriptive 

statistics table was formed with each factor's mean and standard 

deviation. They assist in regression analysis by acting as 

predictors and thus tend to correlate almost perfectly with real 

factors. Since the Likert scale was 5-point based, it can be seen 

(Mean column) that factors can be rated and allow us to 

conclude that: 

         Fig. 1.The meal Attribute factor is rated best (roughly 3.5 

out of 5), followed by Additional Combination Benefits 
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(roughly 3.4out of 5), then Product Price (roughly 3.4 out of 

5), and lastly 

Media Influence (3.3 out of 5). 

Fig. 2.

The Cronbach Alpha scores 0.791 under the reliability test; 

therefore, data is reliable enough for analysis. 

Characteristics of the subjects 

Gender 

Fig. 3. 

In the study about 34.7% respondents who participated are 

Female as compared to 65.3 % who were Male. All the 

respondents are between the age group of 18 years old – 25 

years old in Pune. The set was chosen so as to provide a clearer 

picture into the study of the most active consumers of fast food 

in the country. 

Age 

Fig. 4. 

Within the data collected respondents are between the years 

of 18-25, this set is the target group for these fast-food chains 

and is thus covered. 

While in the mean age is 21 years old (which is suitable     in 

respect to the study), the in-depth frequencies and relative 

percentages are 32 for 18 years old (10.7%); 30 for 19 

years old (10%); 80 for 20 years old (26.7%); 46 for 21 years 

old (15.3%); 20 for 22 years old (6.7%); 43 for 23 years old 

(14.3%); 16 for 24 years old (5.3%); 33 for 25 years old (11%). 

Monthly Income 

Fig. 5. 

The monthly income recorded of participants who 

responded indicates that about 48% come in the bracket of 

Less than Rs. 25,000, followed by 21.7% of participants with 

Rs. 25,000-50,000, then more than Rs. 75,000 consisting of 

about 21.3%, and lastly 9% with Rs. 50,000-75,000. 

Occupation 

Fig. 6. 

The majority of the respondents are Students who make up 

44% of the study group, then about 33% in the Service sector, 

about 20% indulged in the Business sector, and lastly 2% are 

Homemakers. 

Dietary Preference x Frequency of eating at fast food 

chains x Individual cost per visit 

In order to interpret the results of the three tables in a more 

extensive way, a cross-tabulation is done of the three variables. 

It is important for a brand to understand the dietary 

preferences of its target group so that product adaptation can be 

tailored according to their preferences. Also keeping in mind, 

the heritage and culture so as to not offend the sentiments of the 

population. In the study, roughly 58% of participants prefers 

both Non-Veg and Veg. The other two groups of participants 

preferring non-vegetarian and vegetarian are 27% and 14.7% 

respectively. 

The bar chart above shows the frequency of visits and eating 

at fast food chains of the participants. As indicated    the 

majority visit a  Few times a Month, followed by a similar 
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Fig. 7. 

Fig. 8. 

Fig. 9. 

Fig. 10. 

percentage of those respondents who visit Almost Never and 

Few Times a week. This trend could indicate that the youth is 

becoming more and more health conscious. 

Individually, 35% of the respondents spend Less than Rs. 300 

per visit, followed by similar percentages of 23% and 22% of 

participants spending Less than Rs. 500 and Less than Rs. 1000 

respectively. 

Factor Analysis 

The factorability of 14 items was analyzed and it was 

observed that they correlated well at 0.4 with at least one other 

item, suggesting reasonable factorability. Then, the Kaiser- 

Meyer-Olkin measure of sampling adequacy was 0.791 which 

is above the largely recommended value of 0.6 and Bartlett’s 

test of sphericity was significant at 909.136. For factor analy- 

sis, principal component analysis was used because the main 

objective was to identify the underlying factors for the 14 items. 

Fig. 11. 

The initial eigenvalues indicated that the first four factors 

were above the eigenvalue of 1 and explained a total variance 

of 54.83% in the data. The balance percentage was explained 

via other factors. 

Fig. 12. 

The scree plot shows us that four factors are above the 

eigenvalue of 1 and the rest are below the benchmark. 

Following a Varimax rotation method to adjust the factors 

such that each associate itself with one component and therefore 

assists in identifying the underlying factors.  Then the factors 

were grouped on the basis of what they indicated towards. The 

following were the findings: 

Factor 1: Meal Attributes 

Factor 2: Product Price 

Factor 3: Media Influence 

Factor 4: Additional Combination Benefits 
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Fig. 13. 

From the factor ratings we can see that Factor  1  and  Factor 

2 score relatively lower than the remaining factors in terms of 

significance, however they account for very important variables 

in terms of Indian consumer and fast food market, thus are 

taken into consideration for the study. 

Fig. 14. 

The identified factors influence the consumer’s perspective 

on the adaptation strategy followed and largely shape the 

opinion, and the consumers’ buying behavior is explained. 

These groups of factors account for the kind of response a 

consumer gives to the adaptation plans and goes to probe the 

why factor of such buying decisions made by the customer. 

Therefore, we are able to accept our H1 and reject H0. 

Brand Preference 

The results show that in terms of brand preference to these 

chains in Pune, McDonald’s is the forerunner in terms of 

preference (24% of the respondent’s favor McDonald’s over 

others), followed by KFC & Taco Bell, which share the second 

position in the running with an equal percentage of respondents 

Fig. 15. 

favoring their brand (22% each). Dominos follows with 18% of 

respondents and lastly, Pizza Hut with 14%. A lot goes to show 

the plans adopted by these brands in fast food space in Pune 

city, as always, it has been a very competitive market as various 

factors like price, product, taste etc. interchange and play with 

share. 

V. CONCLUSION

A typical thought as of not long ago is that bigger assortments 

of items and a more extensive scope of choices to look over 

enable consumers to all the more likely pick the items that fulfill 

their necessities the most. This study researched how the 

presence of product adaptation influences consumer buying 

behavior with respect to Fast Food Restaurants present in Pune. 

The data gathered demonstrates that although buyers lean 

toward more assortment (need more alternatives to browse) as 

it offers them the chance to all the more likely match their 

inclinations with item contributions, there is no significant 

relation between product adaptation and their buying behavior. 

This further shows that product adaptation doesn’t cause a 

major measurable change in the buying be- behavior of 

consumers, according to the study and analysis. However, there 

might be a fairly measurable change in the buying behavior, but 

it is difficult to know as the sample size is of fairly small size 

and the study is restricted to a particular region. The outcomes 

show that more than 60% of respondents were happy to pay 

more for a more extensive alternative to look over. 

We also note that major factors contributing to decision-

making/buying behavior are Price, Meal specifics, Media, and 

Combinations. The above data shows that consumers are more 

likely to pay for the most recent innovative products and for 

products and services with new and refreshed structures, 

highlights, and functionalities. There are earlier studies that 

support that global fast-food retailer has ample opportunities in 

the Indian market and is expected to rise in the future [11]. The 

changing demographic pattern and improved standard of living 

are the major drivers of growth, besides other factors.[12].   

Implications 

The factors identified show that the underlying variables are 

shaping and molding the consumer’s decision process from the 

moment they think about fast food to when they walk into the 

outlet. Being a highly competitive market, managers have to 

take into account all such variables before making a blueprint 

of the strategy. Like the market, the consumer is also changing, 

and in this case the youth, being the target group offers a golden 

reward and serves as the future of this industry. It is note how 

well and fast these brands can adapt themselves and their 
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adaptation strategy to the requirements of the youth. Brands 

need to focus on being innovative and delivering their services 

fast to the consumer otherwise, the consumer might change 

their mind about preference, and it takes a split second for that 

to happen. The future of this industry is bright, but only if the 

brands are able to shape and shift within the market space 

while allowing for services that best fit the needs of their target 

group. It thus becomes imperative to pay attention to the 

consumer’s behavior and adopt an adaptation strategy that best 

suits the needs and wants, considering the ever-so-dynamic 

market scenario. It’s fair to say there are no winners in the short 

run, as the real prize is the market share in the long run. 

Moreover, with the recent rise in consumerism in the past 

decade, consumers have taken charge of their own needs, and 

would prefer to go for quality than size. These constant changes 

in demand and supply shape the market so as to cater to the 

ever-growing needs of consumers as a whole. 

The identified factors influence the consumer’s perspective 

on the adaptation strategy followed and largely shape the 

opinion, and the consumers’ buying behavior is explained. 

These groups of factors account for the kind of response a 

consumer gives to the adaptation plans and goes to probe on the 

why factor of such buying decisions made by the customer. 

Decision Makers 

The brands ought to emphasize the quality of the food and 

the assortment provided to the customer. These two often 

combine with other service parameters that conclude the buying 

process. It is observed that consumers visit these restaurants not 

only for food but for fun, social get together and change. These 

are the parameters at the macro level. Brands that follow 

adaptation diligently have to get the plan right. Speaking of the 

five brands under study, all of them have successfully identified 

their market and goals through various assortments and new 

innovations in the product line. However, their path to their 

goals has been the differentiating factor. This is important to 

notice in order to attain sustainable growth in the market in the 

coming years. Furthermore, communication forms an integral 

link in the chain. Consumers tend to be more interactive with 

the brand if the right information is passed on. 

Buyer acknowledgment of food served by cheap food outlets 

is basically significant for the future development of 

inexpensive food outlets in any economy. In spite of the fact 

that the rating of inexpensive food outlets’ properties under 

examination dependent on the mean score is exceptionally high 

yet at the same time, shoppers visit cheap food outlets for no 

particular reason, change or engaging their companions how- 

ever surely not as a substitute of homemade food. Examination 

of these five brands demonstrates an obvious contrast in the 

mean score of their properties and furthermore measurements 

related to factor study. In view of the study and results, we can 

say that with increasingly more agreeableness of traditional mix 

to western food and change in preferences, rivalry among 

brands concerning nature of food and customer support will  be 

progressively noticeable in the days to come. 

VI. LIMITATIONS OF THE STUDY

The research project had to be conducted within a limited 

time period. The sample size taken into study is relatively small 

and may not identify its results with the larger populace. 
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Abstract— In the real world, malignancy of the cervix is the 
most widespread malignancy behind breast cancer. The 
majority of cases are associated with the risk of human 
papillomavirus infection. The most effective way to avoid cancer 
is preventive care. Screening for cervical cancer begins with a 
pap smear evaluation. However, numerous false-positive results 
are produced by the manual testing method due to human error. 
Machine learning (ML) methods are used to classify cervical 
pap cells to improve manual testing. ML methods can quickly 
and accurately process large datasets and come to insightful 
conclusions. To properly detect cervical cancer, this work 
evaluates many risk factors. It examines the performance of 
various machine learning classifiers like the random forest, 
adaptive boosting, decision tree, naive bayes, and sequential 
minimal optimization. Performance of these classifiers was 
evaluated on six parameters: accuracy, precision, f1-score, 
recall, kappa statistics, and mcc. This work could help doctors 
to boost their cancer diagnosis predictions and support 
underdeveloped nations that lack diagnostic tests and specialist 
laboratories. 

Keywords—Machine learning, Cancer of cervix, Prediction, 
Classification algorithms, Diagnosis. 

I. INTRODUCTION 

Human life is fraught with challenges, even though it is hard 
to predict when problems may occur. Generally, women face 
several obstacles throughout their entire lives. They have a 
high risk of developing cervical cancer, which can lead to 
various complications [1]. It is one of the most severe illnesses 
women can have. The increased cancer death rate is related to 
a lack of awareness among women [2]. Cancer of the cervix 
is a severe illness that affects women's health globally, and its 
early warning symptoms are difficult to identify [3]. Changes 
inside the genes that regulate the expansion and division of 
cells are responsible for the development of cervical 
malignant growth. It damages the cervix tissue, which is very 
deep and can later extend toward the vagina, lungs, liver etc., 
part of the body, making the problems more difficult [4]. In 
the early stages, there are no visible indications to be detected. 
The only approach to diagnose cancer in its initial stages is to 
get routine checkups. Vaginal bleeding with pelvic pain is the 
most common symptom in the latter stages [5]. Throughout 
this period, cervical cancer develops in an advanced stage and 

is identified by acute symptoms such as back discomfort, 
weakness, and bone and leg pain. 

Cancer of the cervix is a slow-growing disease; however, the 
initial stage of malignant advancement has enabled early 
identification, diagnosis and cure. Due to advances in detection 
technology, the cancer rate in the cervical cavity has declined 
over recent years in most nations [6]. During the mid-20th 
century, the fatality rate has reduced by approximately 50 
percent because of advancement in screening that has enabled 
cancer to be detected early. From 1997 to 2004, the yearly 
mortality rate was roughly 4%; from 2009 to 2019, it was under 
1% [7]. Cervix cancer usually takes a long time to progress 
through the benign stages. Screening tests can find abnormal 
cells and treat them successfully to prevent disease. 
Nevertheless, researchers have observed that the mortality rate 
in developing nations is significantly more remarkable because 
they don't have preventive measures like free immunization 
campaigns and national evaluation programs paid for by the 
government. 
     The human papillomavirus, also known as HPV, is the most 
critical contributor to the development of cervical malignancy 
[8]. Other risk factors for cervical cancer include cigarette 
smoking, contraceptive use, pregnancy complications, etc. 
When the infection caused by the human papillomavirus (HPV) 
is not correctly identified, the risk of developing cervical cancer 
increases [9]. It is the infectious agent most commonly 
associated with cervical cancer because it promotes the growth 
of malignant cells. If a patient has HPV and smokes, they 
significantly increase their chances of acquiring cervical cancer 
[10]. The incidence of cervical illness among contraceptive-
using women is several times that of non-users.   
     Furthermore, if contraception is used for over a decade, the 
occurrence will grow four times. Regarding multiple 
pregnancies, women infected with HPV but have never carried 
a pregnancy to delivery have a reduced chance of developing 
cervical cancer compared to HPV-positive women who've 
already taken several pregnancies to maturity [11]. Regularly, 
the healthcare industry creates large quantities of information, 
which is possible to extract data for predicting future illness 
based on a patient's treatment record and health information 
[12]. Moreover, these regions can be improved by utilizing vital 
healthcare information. In medicine, machine learning supports 
patients and medical professionals in evaluating and process 
large amounts of complex medical information to identify 
therapeutic solutions [13]. This research describes various 
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machine learning algorithms and analyses healthcare data to 
highlight the need for ongoing quality improvement. This 
work shows which algorithm is better for clinical usage in 
categorizing cervical cancer. 
     In this work, quantitative data of "Pap Smear" test results 
are classified using machine learning techniques, simplifying 
the doctor's judgment process and reducing cervical cancer 
detection times. This research aims to do the following: 

 Evaluate many risk factors and examine the
performance of various machine learning classifiers to
detect cervical cancer.

 Find cervical cancer-related parameter correlations.

 Trained the model with low execution time.

The remaining sections are organized as follows: the next
section reviews the literature. The third section describes the 
methodology. Sections IV and V explain the performance 
measure for the classification model and experimental 
findings, while Section VI summarizes the study. 

II. LITERATURE REVIEW

Since cervical cancer has taken over the globe, various 
researchers have done significant work to detect cervical 
malignancy efficiently. 
     In [14] author did a survey-based investigation on detecting 
cervical cancer. They also did a performance analysis to see 
how accurate different types of architecture in a neural network 
model were. They used the artificial neural network (ANN) to 
determine which cells were cancerous, normal or abnormal. 
Screening for cervical cancer can be done using the oriented 
local histogram technique (OLHT), which can enhance the 
number of edges and the dual-tree complex wavelet transform. 
This method is illustrated by the author of [15], who describes 
it by utilizing a data repository from the University of 
California, Irvine (UCI) and different machine learning (ML) 
classifiers. The author of [16] proposed a model that can 
accurately predict the extent of cervix infection. A pre-
processing step was carried out with physician verification to 
validate the study's findings and extract certain aspects from the 
data. To conclude the research project, a method known as 10-
fold cross-validation is applied to evaluate how well the 
proposed model works. 
     In [17], a dataset of 32 risk indicators and four target criteria 
(biopsy, cytology, schiller, and hinselmann) from the UCI was 
used to identify cervical cancer. The voting model was 
combined with machine learning (ML) techniques like decision 
trees, random forests, and logistic regression. In another work 
[18] author employs the microsoft azure ML tool, a suitable
data mining method for detecting cervical cancer was
constructed from the boosted decision tree and decision jungle
algorithm. In [19], the authors described survey-based research
on preventing cervical cancer from the opinion of women in
eastern Uganda. They used a questionnaire to gather
information from 900 women between the ages of 25 and 49.
Data was examined as the women's knowledge, and assertions
about cervical cancer therapy were gauged and scored. Seven
hundred ninety-four women, or nearly 88.2% of the population,
had heard of the disorder, according to bivariate and
multivariate analyses performed by the investigators. The radio
was the primary source of information for 557 women (70.2%),
whereas 120 women (15.1%) primarily accessed healthcare
institutions. The researchers [20] examined different methods
of machine learning applied to cervical cancer diagnosis from
2006 till 2017. This study compared previous relevant focuses
on carcinoma medical data to assess the advantages and
disadvantages of various methodologies. The majority of
studies employed imbalanced medical image datasets. In
addition, the survey mentioned using deep learning to identify

cervical cancer. 
     Moreover, the objective of [21] was to compare the accuracy 
of the proportional hazard regression analysis with the deep 
learning neural network model in predicting the survival of 
patients with cervical cancer. The data for the study [21] came 
from the University of California, Irvine. It contained 
information such as age, number of pregnancies, use of 
contraceptives, smoking habits, and historical STI records [21]. 
The study was conducted in the United States (STDs). The 
study's primary objective was to determine whether or not 
cervical cancer could be predicted using hinselmann screening 
methods. A data mining strategy was applied, including the 
boosted decision tree, decision forest, and decision jungle 
analysis methods. The validation was done ten times. The author 
of [22] best illustrates how data is used from electronic health 
records (EHR) to predict cervical cancer. Cancer prediction was 
made using four different machine learning classifiers in this 
study. The fundamental objective of [23] was to develop a system 
capable of predicting the early effects of radiation treatment on 
bone metastases in cervical cancer patients. The researchers 
overcame the difficulty of an imbalanced dataset by employing a 
technique called class imbalance learning (CIL), used in data 
mining. The purpose of the study was to contribute to detecting 
cervical cancer at an earlier stage. The study demonstrated how 
machine learning is used to define a data validation mechanism 
to improve the accuracy of cervical cancer prediction. 

III.METHODOLOGY

This part focuses on the methodology of this study, which 
consists of three essential aspects. The procedure begins with 
preprocessing, which includes the removal of missing values. 
Due to privacy concerns, few patients elected not to answer 
specific questions. In consequence, 13% of all questions were 
ignored. Existing algorithms for filling in missing data have a 
lower success rate due to variances between samples of health 
information. As a result, rather than filling in the incomplete 
information in our study, it was decided to eliminate the 
associated data. One hundred ninety instances have been 
eliminated from the data set because of missing data. 
     Moreover, two attributes with 92% of information missing are 
STDs: Time since the initial diagnosis and STDs: Time since the 
last treatment; thus, removed them. Hence, the analysis utilized 
the rest 668 instances and 30 features. Schiller, citology, biopsy 
and hinselmann are the names given to the four target variable 
properties that may be found in this data set. In the second phase, 
transform the whole dataset from numeric to nominal data. After 
the conversion, five different classification approaches are 
applied to determine which instances of this data have been 
successfully classified. 

A. Dataset
The whole dataset was obtained from the University of

California, Irvine repository (UCI). At the beginning of 2017, 
the data was collected at a medical facility in venezuela [24]. 
The information of 858 patients who had been checked for 
cervical cancer was included. The tabular form of the dataset 
contains thirty-six vital features, including among them patient 
information, crucial medical history, lifestyle choices, as well 
as the target variable biopsy result. The specifications of 
various other essential tests, including hinselmann's, schiller's, 
and the citology test, are also included in this report. For the 
hinselmann's test, diluted acetic acid is applied to colposcopy; 
for schiller's test, lugol's iodine solution is used; and for 
cytology, the pap smear is employed. A target with a malignant 
infection is denoted by 1, while an uninfected target is 
represented by 0. All feature values are floating-point numbers, 
integers, or booleans. Some patients avoided answering 
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specific questions out of privacy concerns; the database 
contains many null values [25]. A summary of the cervical 
cancer dataset is displayed in table 1. 

B. Machine learning classifier
Classification is likely the data mining strategy utilized most

of the time [27]. It is the process of identifying a set of models 
that define and distinguish data classes and concepts, intending 
to use the model to forecast the type whose label is unknown 
[28]. Numerous classification techniques include random 
forest, decision trees, adaptive boosting, naive bayes, sequential 
minimal optimization, etc.  
     In recent decades, tremendous progress has been achieved in 
the advancement of data mining due to the massive and 
exponential expansion of cancer mortality and related incidents 
globally. Cancer datasets are analyzed and summarized using 
several data mining tools and methods to extract useful 
information. Five machine-learning techniques for cancer 
diagnosis and prognosis are discussed below. 

1) Random Forest (RF)
A data classification and prediction technique, random

forest is an example of ensemble learning. It's a supervised 
algorithm for machine learning that builds many decision trees 
during training and returns the class with the most frequent 
prediction [29]. It fixes the problem that decision trees need to 
fit their training set better. The algorithm for random forests 
combines several decision trees to minimize the possibility of 
imbalanced datasets. The random forest technique can do two 
very different classification and regression tasks. It can also be 
employed to choose which features to use and how important 
each feature is. 

2) Sequential Minimal Optimization (SMO)
A novel algorithm known as SMO has been developed

specifically for building support vector machine (SVM) 
models. To train a support vector machine, you must solve a big 
combinatorial optimization problem. SMO divides this big 
issue into several combinatorial problems that are as small as 
possible. These minor issues can be resolved analytically, so 
time-consuming mathematical combinatorial optimization 
doesn't have to serve as an inner circle. SMO's memory 
requirements are determined by the size of its training sample, 
enabling it to process exceedingly massive data sets [28]. Due 
to the elimination of matrix computing, SMO balance within 
linear and exponential in the size of the training set for multiple 
test challenges, whereas the typical chunking SVM approach 
balances around linear and cubic. SMO is quickest for SVM 
classifiers & sparse data sets because SVM evaluation 
dominates its computation time [28]. SMO trains a support 
vector classifier with polynomial or RBF kernels. It completes 
the conversion of nominal attributes to binary ones and fills in 
any missing values. A single convolution layer network 
employs the same model type as a support vector machine. 

3) Adaptive boost (ABoost)
One ensemble learning approach that can be used to increase

the reliability of a model is called adaptive boosting, which is 
sometimes referred to by its acronym, ABoost. This meta-
algorithm can combine numerous mediocre learners into one 
effective model. Put another way, and it takes many decision 
trees that could be stronger and connect them to produce a more 
reliable model. Adaptive boosting, in contrast to the random 
forest, gives varied weights to each independent decision tree. 
The weights are assigned based on the error of each tree, with 
more weight placed on trees with lower error. Compared to the 
random forest, adaptive boosting typically has better predictive 

power and can be trained in less time. Nevertheless, it also has a 
higher propensity for over fitting [30]. 

TABLE 1: CERVICAL CANCER DATASET DESCRIPTION [26] 

No. Attribute Name Attribute Type 

1 Age Integer 

2 Number of sexual partners Integer 

3 Age of First sexual Intercourse Integer 

4 No. of pregnancies Integer 

5 Smokes Boolean 

6 No. of smoking years Real 

7 Smokes (packs/year) Real 

8 Hormonal Contraceptives Boolean 

9 Years of Hormonal Contraceptives Real 

10 IUD Boolean 

11 Years of IUD Real 

12 STDs Boolean 

13 No. of STDs Integer 

14 STDs: condylomatosis Boolean 

15 STDs: cervical Condylomatosis Boolean 

16 STDs: vaginal Condylomatosis Boolean 

17 STDs: vulvoperineal condylomatosis Boolean 

18 STDs: syphilis Boolean 

19 STDs: pelvic inflammatory disease Boolean 

20 STDs: genital herpes Boolean 

21 STDs: molluscum contagiosum Boolean 

22 STDs: AIDS Boolean 

23 STDs: HIV Boolean 

24 STDs: Hepatitis B Boolean 

25 STDs: HPV Boolean 

26 STDs: Number of diagnosis Integer 

27 STDs: Time since first diagnosis Integer 

28 STDs: Time since last diagnosis Integer 

29 Dx: Cancer Boolean 

30 Dx: CIN Boolean 

31 Dx: HPV Boolean 

32 Dx Boolean 

33 Hinselmann (target) Boolean 

34 Schiller (target) Boolean 

35 Citology (target) Boolean 

36 Biopsy (target) Boolean 

4) Naïve Bayes (NB)
Bayes's theorem is the basis for the naive bayes

categorization method. It is a probabilistic classifier that makes 
predictions using the probabilities of each class and feature 
combination. Naive bayes is a simple and effective algorithm 
for classification tasks. It's an algorithm for supervised learning 
which makes predictions using a training set. It operates under 
the presumption that all of the characteristics are independent 
of one another and that the probability of any characteristic is 
unaffected by the other characteristics' value. It allows it to 
make predictions quickly and accurately [31]. 

5) Decision Tree Algorithm (DT)
A decision tree is a straightforward yet very effective

method of data analysis that can be used to make predictions, 
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provide explanations, describe phenomena, or classify objects 
[32]. The regression and classification tree algorithm (the 
decision tree [DT]) is a powerful tool for solving various 
classification and regression issues. The term 'tree' is included 
in the DT's name because it resembles the tree branches. It 
starts at the root node. This tree's branches grow from the root 
node through several choice criteria, ultimately reaching leaf 
nodes. Each non-terminal node in a decision tree represents a 
condition on an attribute. The tree is a flowchart-like structure 
that may segment data records based on their similarities or 
differences. A class label represents the outcome of each 
branch at the terminal node. The first node in a tree structure 
is called the root node [32]. 

C. Schematic representation of the process
Figure 1 illustrates the progression of cervical cancer

categorization. As a first step, we import a cervical cancer 
dataset with a disease description and symptoms based on the 
UCI repository for machine learning. The dataset is then 
preprocessed to remove unwanted characters like commas, 
punctuation, and spaces. Data impurity happens when 
attribute values have noise, redundancy, and missing data. 
The missing values and abnormalities have been removed 
from this dataset. The data transformation stage will remain 
in place to turn the data into formats that are suitable for the 
mining process. The next step is to transform the whole 
dataset from numeric to nominal data. After the 
transformation, five different classification approaches are 
applied. We determine which instances of this data have been 
successfully classified based on the performance measure. 

IV. PERFORMANCE MEASURE FOR CLASSIFICATION
MODEL 

Evaluation of the model's performance is a significant factor 
in machine learning workflow. It uses the trained model to 
predict outcomes on unlabeled data that has yet to be 
previously observed. In categorizing, we determine how 
many of those predictions were accurate. 

A. Accuracy
The ratio of the proportion of accurate estimates to the

overall number of estimates can define the level of a model's 
accuracy. A score for accuracy will range from 0 and 1, with 
1 indicating a perfect model [33]. 

Accuracy =
(TP + TN)

P + N
B. Confusion Matrix

A confusion matrix is a matrix for determining how the
model is incorrect (or correct). It consists of a matrix that 
compares the number of accurate and inaccurate predictions 
for each category. There are four parameters to consider 
inside a confusion matrix shown in figure 2 [33]. 

TP: True positive is abbreviated as TP, representing the 
percentage of favorable observations the model predicted 
accurately. 

FP: False positive is abbreviated as FP, representing the 
percentage of unfavorable observations the model predicts 
mistakenly as favorable. 

TN: True negative is abbreviated as TN, representing the 
percentage of unfavorable observations the model predicted 
accurately as unfavorable. 

Fig.1. Flow Chart of the Classification Process 

FN: False negative is abbreviated as FN, representing the 
percentage of favorable observations the model predicts 
mistakenly as unfavorable. 

Actual Values 

Positive(1) Negative(0) 
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Positive(1) TP FP 

Negative(0) FN TN 

Fig.2. Confusion Matrix Representations 

C. Precision
It is a significant way to measure how well a model works

as it demonstrates how accurate the model was for the given 
categorization. It is the ratio of the number of successfully 
predicted positive cases by the system to the total number of 
expected positive cases [33]. The corresponding formula is 
displayed in the equation. 

Precision =
TP

TP + FP
D. Recall

It is also called sensitivity and true positive rate. It enables
us to evaluate the accuracy of our model in predicting true 
positives versus total positive events. It is the ratio of 
successfully predicted positive outcomes by our system to the 
total number of successful outcomes in reality, as calculated by 
equation [33]. 

Recall =
TP

TP + FN
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E. Specificity

Specificity is a metric that reveals the percentage of
patients the model correctly identified as being cancer-free. 
The persons we diagnose as not having cancer are TN and FP, 
the real negatives (those who are genuinely NOT who have 
cancer). 

Specificity =
TN

FP + TN
F. F1 Score

The harmonic mean of recall and precision is the F1 score.
The F1 score will provide a number between 0 and 1. Perfect 
recall and precision are indicated by an F1 score of 1. If the 
precision or recalls are both 0, the F1 score is 0. 

F1 Score =
2 X Recall X Precision

Recall + Precision
G. MCC

The Matthews Correlation Coefficient (MCC) is often
regarded as a useful metric for measuring a classification 
model's efficacy. This is mainly due to the fact that, unlike the 
other measures we looked at, it considers all of the possible 
outcomes of the forecast. The MCC measures the degree to 
which an observed classification agrees with a predicted 
classification. Like any correlation coefficient, it will have a 
value between -1 and 1. A score of +1 would mean that the 
model is perfect. 

MCC =
TP X TN − FP X FN

(TP + FP)(TP + FN)(TN + FP)(TN + FN)

H. Kappa Statistics
The kappa statistic is a method of determining how close

the real and theoretical (or chance) levels of accuracy are to 
each other. 

Kappa =
observed accuracy − expected accuracy

(1 − expected accuracy)

V. EXPERIMENTAL RESULT

In this experiment, we used the cervical cancer dataset available 
in the UCI machine learning data repository. Table 1 displays 
the whole dataset. The dataset is randomly split into a training 
data set with 66% (441 patients) and a testing data set with 34% 
(227 patients) of patients. In this, four distinct patient medical 
screening findings, namely hinselmann, biopsy, citology, and 
schiller, are used as target variables. After experimentation, the 
schiller variable contains 648 healthy samples and 20 cancerous 
samples; biopsy includes 640 healthy samples and 28 cancerous 
ones; hinselmann has 634 healthy samples and 34 cancerous 
ones; citology contains 627 healthy samples and 41 cancerous 
ones. For classification, five different types of machine learning 
algorithms are used. Following this, accuracy and other 
parameters over four target variables were evaluated using the 
10-fold cross-validation method. They measured the
algorithm's performance through various parameters, shown in
tables 2, 3, 4, 5, 6, and 7. After observation, we found that
sequential minimal optimization algorithms perform better than
the other algorithms.

TABLE 2 ACCURACY OF CORRECTLY CLASSIFICATION IN %  

  Test  
Classifier 

Schiller  Hinselmann Biopsy Citology 

RF 94.6 95.3 93.4 93.71 

SMO 97.1 95.0 94.1 92.81 

ABoost 95.8 95.2 94.6 94.16 

NB 92.6 94.1 92.9 90.11 

DT 97.0 94.9 95.8 93.81 

TABLE 3 PRECISION OF  TESTED CLASSIFIER ON FOUR TARGET 
ATTRIBUTE 

  Test  
Classifier 

Schiller  Hinselmann Biopsy Citology 

RF 0.94 0.95 0.94 0.94 

SMO 0.97 0.97 0.97 0.94 

ABoost 0.96 0.95 0.96 0.94 

NB 0.96 0.97 0.97 0.95 

DT 0.98 0.96 0.99 0.94 

TABLE 4 RECALL OF  TESTED CLASSIFIER ON FOUR TARGET 
ATTRIBUTE 

  Test  
Classifier 

Schiller  Hinselmann Biopsy Citology 

RF 0.998 0.998 0.994 0.992 

SMO 0.992 0.969 0.966 0.979 

ABoost 0.992 0.992 0.982 1.000 

NB 0.959 0.967 0.960 0.940 

DT 0.990 0.989 0.963 0.997 

TABLE 5 F-MEASURE OF  TESTED CLASSIFIER ON FOUR TARGET 
ATTRIBUTE 

   Test  
Classifier 

Schiller  Hinselmann Biopsy Citology 

RF 0.970 0.976 0.966 0.967 

SMO 0.984 0.974 0.969 0.963 

ABoost 0.977 0.975 0.971 0.970 

NB 0.959 0.969 0.961 0.947 

DT 0.984 0.974 0.977 0.968 

TABLE 6 MCC OF  TESTED CLASSIFIER ON FOUR TARGET 
ATTRIBUTE 

  Test  
Classifier 

Schiller  Hinselmann Biopsy Citology 

RF 0.635 -0.008 0.228 0.100 

SMO 0.825 0.485 0.550 0.122 

ABoost 0.731 0.175 0.509 0.000 

NB 0.574 0.324 0.457 0.143 

DT 0.816 0.152 0.731 -0.014 

TABLE 7 KAPPA STATISTICS OF  TESTED CLASSIFIER ON 
FOUR TARGET ATTRIBUTE 

   Test  
Classifier 

Schiller  Hinselmann Biopsy Citology 

RF 0.584 -0.002 0.166 0.074 

SMO 0.822 0.481 0.549 0.111 

ABoost 0.718 0.141 0.498 0.000 

NB 0.573 0.323 0.456 0.142 

DT 0.814 0.130 0.718 -0.006 
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VI. CONCLUSION

This research explores the potential causes of cervical cancer. 
It shows the effectiveness of five machine learning classifiers, 
such as random forest, sequential minimal optimization, 
adaptive boost, naive bayes, and decision tree, to estimate the 
probability of cervical cancer according to a dataset of 30 
clinical factors. This work used accuracy, rate of true 
positives, rate of false positives, precision, MCC, recall, 
kappa coefficient, and f-measure performance metrics to 
validate the systems. Each classifier effectively distinguishes 
between malignant and benign cancers. Compared to the other 
classification techniques, the sequential minimal optimization 
method performed the best (97.1%) at predicting cervical 
cancer cases from a machine learning viewpoint. Schiller 
variable accuracy is 97.1%, biopsy variable accuracy is 
94.1%, hinselmann variable accuracy is 95% & citology 
variable accuracy is 92.88% using this model. With an 
efficacy of 97.1%, this indicated that the SMO model was the 
best appropriate classifier for predicting the favorable and 
unfavorable samples depending on the 30 variables used in 
this investigation. The result of the SMO classifier also gave 
assurance of the effectiveness of the approach, which has been 
used to predict both favorable and unfavorable incidences of 
cervical cancer with better accuracy. In addition, the decision 
tree classification model is superior to the other methods 
concerning computation time. As a result, the findings of this 
study could help doctors to boost their cancer diagnosis 
predictions.   
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Abstract— Today’s scenario, deep learning (DL) is a subfield of 

machine learning, which is seen as a foundational technology of 

the fourth industrial revolution. Deep learning innovation 

comes from the field of artificial neural networks. It has become 

an essential topic in computing because it can learn a lot of 

information simultaneously, so the deep learning area has 

expanded quickly. It is used in many fields, such as medicine, 

object recognition, pattern recognition, cybercrime, and many 

more. But still, it is challenging to construct a practical model 

because of the dynamic and unpredictable nature of real-world 

circumstances and information. In addition, the lack of 

fundamental comprehension transforms these approaches 

become black-box systems that restrict standard-level progress. 

This paper presents an organized and in-depth overview of deep 

learning approaches, which includes deep study for supervised 

(or discriminative), unsupervised (or generative), and hybrid (or 

combining) methods with significant characteristics of DL. 

Additionally, introduce various types of networks but intensely 

focus on convolution neural networks (CNNs), the most popular 

type of deep learning (DL) network. Lastly, highlight the 

problems and proposed solutions to fill the current research 

gaps. 

Keywords—Machine learning, Deep learning, Supervised 

deep learning, Convolution based neural network (CNN), 

Architectures of CNN, Deep learning applications. 

I. INTRODUCTION 

Automation is a branch of research that includes a set of 
approaches for teaching computers to interpret digital image 
data. It's interdisciplinary, with machine learning concepts at 
its core, and it uses and integrates learning algorithms. The 
primary focus is creating robotic systems that automatically 
analyze digital photos and extract valuable data. Text analytics, 
activity recognition, video screening, object recognition, and 
audiovisual idea recovery are recent examples of where 
machine learning (ML) has been applied [1, 2]. Deep learning 
(DL) is these contexts' most popular ML algorithm. DL is also
defined as “representation learning" (RL). Unexpected data
availability growth and extraordinary cognitive computing
advance fuel a steady stream of new research in deep learning
[3, 4]. DL is based on the standard neural network but does
much better than its previous generation. DL also uses both
transformations and graph systems at the same time to make a
multi-layer classifier model. The most recent DL mechanisms

have done well in a wide range of applications, like processing 
speech, processing visual information, and processing natural 
languages (NLP) [5]. 

In most cases, an ML algorithm's performance focuses heavily 
on the accuracy of the data it receives as input. It has been 
demonstrated that a proper data representation yields better 
performance than a poor data representation. So, feature 
engineering has been a significant trend in ML research for many 
years and has helped many research studies. The goal of this 
method is to build characteristics from unprocessed information. 
It is also very field-specific and often requires a lot of work from 
people. Many types of features, such as scale-invariant feature 
transform, histogram of oriented gradients, and a bag of words 
[6, 7], were introduced and compared in the context of computer 
vision. As soon as the unique feature is presented and established 
as being successful, it becomes a new area of research that has 
been pursued throughout the decades. Generally, the extraction 
of features is performed automatically by DL algorithms. This 
motivates academics to find ways to extract discriminative 
characteristics with as little time, effort, and domain expertise as 
feasible [8, 9]. These methods utilize a multi-layer database 
framework, with the initial levels extracting basic features while 
the higher layers extract more complex ones. It's important to 
remember that this architecture was first motivated by artificial 
intelligence (AI), as it reflects the process in crucial sensory 
regions of the human brain. The human brain has the ability to 
automatically extract modeling processes by using a variety of 
scenarios. In particular, the result of this procedure is the 
classified objects, while the input is the received scene 
information. This method imitates the human brain's mode of 
operation. Hence, it highlights the primary advantage of DL. 
This paper gives an overview of DL from different points of 
view, including the core concepts, configurations, obstacles, 
applications, category of deep learning, and computational 
methods with an evolution matrix. CNN is a widely used and 
popular deep-learning network [10]. CNN's primary benefit over 
its predecessors is the ability to automatically recognize key 
features without human supervision, making it the most widely 
used system. As a result, experts have looked deep into CNN by 
providing its principal components. In addition, researchers 
provided a comprehensive breakdown of the most popular CNN 
architectures, beginning with Alex net and finishing with high-
resolution. 

     The purpose of our review was to address the essential 
aspects of DL, including basic concepts, importance, and 
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applications. Also, our review can be the start of learning about 
other DL topics. The primary goal of this review is to show the 
essential parts of DL so that researchers and students can get a 
clear picture of DL from just one paper.  

     This study will help people learn more about recent changes 
in the field, which will help DL research move forward. 
Researchers would be able to choose the best way to go about 
their work to give the area more accurate alternatives. The 
following is a summary of our contributions: 

• Researchers and students can gain valuable insight from
this review.

• To explain it in depth, this work describes the ideas,
theory, and state-of-the-art architectures of CNN, the
most popular deep learning method.

The remaining sections are organized as follows: the next 
section is related work. The third section describes the 
classification of deep learning techniques. Section IV explains 
deep learning-based network structures, while section V 
summarizes the study. 

II. RELATED WORK

This work examined the research articles published between 
2010 and 2022, focusing primarily on 2020 and 2019, with a 
few articles from 2021 and 2022. The primary focus was on 
articles from the most prestigious publishers, including 
Elsevier, IEEE, MDPI, ACM, Nature and Springer. It implies 
that this analysis focuses on the most recent articles in the area 
of Deep Learning. The selected publications were studied and 
assessed to identify and characterize DL techniques and types 
of networks. Describe several CNN structures, discuss the 
problems with DL and its solutions, and evaluate its uses and 
computational methods. Authors [11, 12] suggested a fault-
detection system for reciprocating compressors that use SVM 
for data processing and fault diagnosis. DL techniques will be 
more fragile in such research methodology and classification 
processes. Several investigations that were carried out utilizing 
the DL strategy have supported us [13]. Medical image 
processing is one area where DL methods have been widely 
applied, with positive outcomes [14]. Second, the entire 
network should be fine-tuned from end to end in a supervised 
way. 
     This part briefly overviews what deep learning is, then 
discusses the key distinctions between deep learning and 
machine learning. The position of deep learning in the data 
science is shown in figure 1. The information processing 
patterns observed in the human brain serve as an inspiration for 
DL. The operation of DL does not require any rules defined by
humans; instead, it uses a significant amount of data to map the
input provided to particular labels. DL is built with many layers
of algorithms, also known as artificial neural networks (ANNs).
Each of these algorithms delivers a unique perspective on the
information presented to it [15]. Using traditional machine
learning approaches, it must perform a series of sequential
processes to accomplish the classification assignment. These
steps include pre-processing, extraction of features, feature
selection with discretion, learning, and classification. In
addition, feature selection significantly affects the efficiency of
machine learning algorithms. Improper classification across
classes may result from the unbalanced selection of features.
     In contrast to traditional ML approaches, deep learning may 
automatically analyze selected features for several tasks [16, 
17]. Using DL, you can learn and classify in one easy step. The 
growth of DL is impressive because it can be used to solve the 
following: 

• Provide expert judgments where individuals are at a
loss to justify their choices like language
understanding, speech recognition, and medical

decisions. 

• Instances when answers must be modified based on
particular circumstances (personalization, biometrics).

• Cases in which the solution to a problem fluctuates over
time (e.g., price forecasting, stock choice, weather
forecasting, and monitoring).

• Cases in which human expertise is unavailable.

• Cases in which the scale of the problem exceeds our
limited thinking abilities, such as trend analysis,
correlating ads to Facebook, and calculating website
ranks.

Fig.1. Positions of deep learning in data science [18]. 

Different types of Data 
    DL models must understand and represent data to create a 

data-oriented intelligent framework for a specific application. In 
the actual world, data can exist in a variety of formats that are 
commonly described as follows for deep learning modeling 
techniques [19]: 

• Sequence-based data:  Sequential data are any data in
which the order is significant, i.e., a collection of
sequences. When the model is designed, it must
explicitly care for the systematic design of the input
data. These data include audio snippets, text streams,
video clips, and time-series data.

• Two-dimensional data: A matrix is the basic building
block of a digital image; it is a 2D array of integers
composed of rows and columns of information. A
digital image has four main parts or parameters: the
matrix, the pixels, the volume element, and the bit
depth.

• Tabular data: A dataset in tabular form is made up
mainly of columns and rows. So, tabular datasets have
data organized in columns, like a table. There must be a
unique name for each column (field), and only data of
that type may be stored there. Generally, it's a neat and
orderly grid of rows and columns dependent on the
characteristics of the data it contains. Data-driven
intelligence is made possible by the ability of deep
learning models to learn from tabular data efficiently.

III. CLASSIFICATION OF DL APPROACHES

 There are three major categories of deep learning: 
1) Discriminative or supervised,
2) Generative or unsupervised,
3) Partially supervised (semi-supervised or hybrid

learning)

     These categories contain different types of networks 
which are shown in figure 2.  
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Fig.2 Deep learning approaches[19] 

A. Discriminative (Supervised) Learning
This learning uses data that has been labeled. While

evaluating this technique, the circumstances have a collection 
of inputs and consequent outputs (X (t), Y (t)) ∼ ρ. There are 
several supervised learning algorithms for DL, shown in figure 
3. The primary benefit of this method is that it may be used to
gather information or provide a data output based on existing
knowledge. But one problem with this method is that the
decision boundary might be too tight if the set of instruction has
no class-appropriate samples. In terms of learning with
outstanding performance, this method is overall more
straightforward than other methods [20].

Fig.3 Classification of supervised DL 

B. Partial (Semi/Hybrid) Supervised Learning
With this method, the learning process is based on labeled

hybrid sets of data. Generative adverse networks (GANs) and 
deep reinforcement learning are similar methods sometimes 
used in the same context. The primary benefits of this method 
are that it reduces the quantity of labeled data required. On the 
other hand, one of the problems with this method is that training 
data with irrelevant input features could lead to wrong 
decisions. Classifying text documents is one of the most 
prevalent applications of semi-supervised learning. Because of 
the challenges in acquiring a huge number of labels based 
textual information, semi-supervised learning is excellent for 
classifying text documents [20]. There are several semi 
supervised learning algorithms for DL, shown in figure 4. 

Fig.4 Classification of semi-supervised DL 

C. Generative (Unsupervised) Learning
This method allows the learning process to be implemented

without any labeled data. There are several unsupervised 
learning algorithms for DL, shown in figure 5. Under this 
context, the computer program has to understand the internal 
representations of the input data so that it can uncover the 
underlying patterns or relationships. Standard unsupervised 
learning methods are dynamic networks, dimension reduction, 
and segmentation. Numerous other types of DLs, including auto 
encoders, limited Boltzmann machines, and GANs as the most 
recently developed methods, have shown promising results when 
used to reduce non-linear dimensionality and clustering 
applications. In addition, RNNs, containing GRUs and LSTM 
techniques have been used for generative learning in various 
applications. It applies to the vast majority of RNN 
implementations. Unsupervised learning has a number of 
drawbacks, the primary ones being that it cannot provide precise 
information related to data sorting and is challenging to solve 
[21].

Fig.5 Classification of unsupervised DL 

D. Reinforcement Based Learning
Reinforcement learning happens when you interact with your

environment, whereas supervised learning happens when you 
give examples of what you want it to learn. This method was 
made with Google Deep Mind in 2013 [22]. This technique is 
also known as semi-supervised learning. Many supervised and 
unsupervised approaches were created based on this principle. 
Also, there are two significant differences between 
discriminative learning & reinforcement learning. First, there 
needs to be full access to the function that needs to be optimized, 
so it needs to be asked about through interaction. Second, the 
state being interacted with is based on an environment, and the 
input depends on the previous actions [23]. Reinforcement 
learning can be used to plan business strategies and automate 
factories with robots. The main problem with reinforcement 
learning is that there are a lot of variables that can affect how it 
works. It means parameters may change the pace of learning. 

Now, the primary reasons to use reinforcement learning are as 
follows: 

• It helps you determine which action gives you the most
benefit over a more extended period.

• It helps you figure out which situations call for action.

• It also helps it figure out the best way to get big
rewards.

• It also gives the agent that learns a reward function.

This technique can't be used in all situations, like when there isn't 
enough data to solve the problem with supervised learning 
techniques or when it takes too much time and computing power, 
especially when there is a lot of space to work [24]. 

IV. DEEP LEARNING NETWORK STRUCTURES

This part explains the most well-known models of deep learning 
networks, such as multiple layer perceptron (MLP), recursive 
neural networks (RvNN), recurrent neural networks (RNN), and 
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convolutional neural networks (CNN). This section provided a 
basic explanation of MLP, RvNNs and RNNs, whereas a 
detailed description of CNNs was supplied due to their 
significance of this kind. Moreover, it is the most used network 
for various applications. 

A. Multiple layer perceptron (MLP) neural network
Multiple layer perceptron (MLP) is a feedforward artificial

neural network based on supervised learning [18]. It is the 
backbone of deep learning and a deep neural network (DNN). 
MLP is an acronym for multi-layer perception. It comprises 
densely interconnected layers that turn any input dimension into 
the required size. A perception with multiple layers is a neural 
network with numerous layers shown in figure 6. To build a 
neural network, neurons are combined such that the responses 
of some neurons serve as inputs for other neurons. Between 
these two layers, one or more hidden layers are assumed to act 
as the network's computing engine [25]. 

Fig.6 Schematic structure of MLP 

Several activation functions, generally referred to as transfer 
functions based on rectified linear units, sigmoid, and softmax, 
are used to determine the response of this network. MLP is 
trained using the most widely used algorithm called back 
propagation. It is a supervised learning technique also referred 
to as an essential neural network component. In this network, 
several optimization algorithms, such as stochastic-gradient 
descent (SGD), estimation based on the adaptive moment 
(Adam), and memory limitation BFGS (L-BFGS), are used 
throughout the training process. MLP needs adjustment of 
multiple hyper parameters, including the number of hidden 
layers, neurons, and repetitions, which could make the solution 
of a complicated system computational cost. MLP gives the 
benefit of learning nonlinear models in real-time or online via 
partial fit. fit [25]. 

B. Recursive neural networks (RvNN)
RvNN can categorize outputs using compositional vectors

and provide hierarchical predictions. RvNN was primarily 
influenced by recursive auto-associative memory (RAAM) 
[26]. The RvNN architecture is made for processing objects 
with structures like graphs or trees that aren't always the same 
shape shown in figure 7. This method turns a recursive data 
structure with a variable size into a distributed representation 
with a fixed width. A newly developed learning mechanism 
known as back propagation through design (BTS) is used to 
build the network [27]. The BTS system follows the same 
procedure as the conventional back propagation algorithm and 
can support a structure similar to a tree. Auto-association 
teaches the network to reproduce the pattern from the input 
layer to the output layer. In the natural language processing 
(NLP) setting, RvNN performs exceptionally well. Socher et al. 
[27] created this architecture for processing inputs from several
modalities.

Fig.7. Schematic structure of RvNN

C. Recurrent neural networks (RNN)
RNNs are a prevalent and well-known algorithm in the field

of DL. RNN is predominantly employed in speech recognition 
and NLP applications [28]. In contrast to conventional networks, 
RNN utilizes sequential data. This is a key part of many 
applications because the structure that is built into the order of 
the data gives valuable information. For example, it's critical to 
comprehend the sentence's context in order to interpret a 
particular word. With x standing for the input layer, y for the 
output layer, and s for the state (hidden) layer, the RNN can be 
thought of as a short-term memory unit [29, 30]. These layers are 
shown in figure 8. 

Fig.8. Schematic structure of RNN 

Types of RNN architecture 

1) Long short-term memory (LSTM)
Long short-term memory-based networks were first reported

by Hochreiter et al. [31]. They employ specialized units to handle 
overcome the vanishing gradient issue. In an LSTM unit, a 
memory cell can retain data for extended periods, and three gates 
control the flow of data inside and outside the cell. For example, 
the input gate selects what information enters the state cell, the 
output gate decides and regulates the outputs, and forget gate 
determines which content from the previous state cell will be 
memorized and which content will be erased that is no longer 
helpful. Since the LSTM network avoids typical recurrent 
network training problems, it is widely regarded as one of the 
most effective RNNs [32]. 

2) Bidirectional recurrent neural networks (BRNN):
RNNs can select information from the previous and upcoming

events because RNN establish a connection between two layers 
that are hidden and which move in opposite ways to a single 
output. Unlike conventional recurrent neural networks, 
bidirectional RNNs can be taught to forecast in both the forward 
and backward directions of time. When applied to sequence 
classification problems, the Bidirectional LSTM improves modal 
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performance compared to regular LSTM [33]. It consists of a 
sequential processing model with two LSTMs. One of the 
LSTMs goes forward with the input, and the other goes 
backward. In the processing of natural languages, bidirectional 
LSTM is a popular choice. 

3) Gated recurrent units (GRUs)
Cho et al. [34] created a Gated Recurrent Unit (GRU), a

popular type of recurrent neural network that uses gating 
mechanisms to regulate and direct the data flow between 
neurons in a neural network. The GRU is comparable to an 
LSTM; however, it has fewer parameters than an LSTM 
because it contains only two gates (1) reset gate and (2) update 
gate. It does not consider an output gate. The primary 
distinction between a GRU and an LSTM is the number of gates 
used; a GRU uses only two types of gates, one is reset, and the 
other updates, whereas an LSTM uses three, such as i/p, o/p and 
forgets gates. The GRU's design allows for more efficient 
dependency extraction from massive data sequences. Doing so 
does not need discarding data collected from earlier steps. As a 
result, gated recurrent units give more simplified variation that 
gives higher calculation and performance [35]. Although it has 
been demonstrated that GRUs perform better on some smaller 
and much less regular datasets, both versions of RNN have 
shown their efficacy in obtaining the outcome. A fundamental 
characteristic of a recurrent network is at least one feedback 
link, which permits activations to loop. The applications of 
recurrent neural networks include prediction issues, translation 
software, processing of natural languages, text analysis, and 
voice recognition, among others. 

D. Convolutional neural networks
Most deep learning frameworks are built on CNN

architectures. These networks have many uses, including 
computer vision to NLP. One of CNN's key advantages over its 
forerunners is that it can detect important characteristics 
independently, without any human operator's help [36]. CNNs 
have been used extensively in many fields, such as object 
recognition, voice recognition, biometrics, etc. Like a 
traditional neural network, CNNs take their structural elements 
from the neurons present in the brains of human beings and 
animals. In particular, a cat's visual cortex in the brain is formed 
by a complex pattern of neurons replicated by the CNN [36]. 
Three significant advantages of CNN: are identical models, 
minimal interactions, and resource sharing. In contrast to 
traditional fully connected (FC) networks, convolutional neural 
networks (CNNs) use shared weights and local connections to 
extract maximum value from 2D input-data structures such as 
image signals. Like the MLP, a famous CNN architecture 
consists of many convolution layers followed by subsampling 
(pooling) levels and finishing with FC layers [37]. 

Fig.9. Schematic structure of CNN layers

Benefits of employing CNNs 
     In a deep-learning setting, CNNs have several advantages 
over more conventional neural networks are listed as follows 

[38]: 

• The primary reason to think about CNN is its weight-
sharing feature that minimizes the total number of
network parameters that need to be trained. It helps the
network improve generalization and reduce
computationally.

• When the feature extraction and classification are
simultaneously learned, the model output is highly
ordered and highly dependent on the extracted features.

Basic Layers of CNN 
CNN's structure is made up of several layers (multi-building 
blocks) shown in figure 9. These layers of CNN are explained 
below [18]: 

1) Convolutional Layer
This layer is the most significant part of the CNN architecture.
It is formed by a collection of kernels called convolutional
filters. The N-dimensional metrics of the input image are mixed
with these filters to make the N-dimensional metrics of the
output image.

Kernel definition: 
     The kernel is defined by an array of discrete numbers or 
values. Each number is referred to as the kernel weight. At the 
initial stage of CNN training, random numbers are used as the 
kernel's weights. Furthermore, the weights can be initialized in 
a variety of ways. In the next step, the weights are fine-tuned 
after each training round, allowing the kernel to gradually 
extract more and more relevant features. 

Convolutional Operation: 
     At first, the CNN input structure will be discussed. The 
standard neural network takes its data in a vector format, while 
the convolutional neural network (CNN) takes its data in a 
multichannel image format. For example, a grayscale image is 
a single-channel image, while an RGB image is a three-
channeled image. Consider a 4x4 grayscale image with a 2x2 
random weight-initialized kernel in order to comprehend the 
convolutional procedure. First, the kernel vertically as well as 
horizontally moves over the entire image. Dot products are also 
determined between input and array of discrete value which is 
multiplied and added to single scalar value. All values are 
computed simultaneously. The whole process is then done 
again and again until no more sliding can happen. Note that the 
feature representation of the output is shown by the dot product 
values that were calculated. 

2) Pooling Layer
The primary function of the pooling layer is to divide the

feature maps into smaller samples. When the convolution 
operations are followed, these maps are produced. This method 
reduces the size of existing feature maps to generate more 
manageable intermediate and final maps. At the same time, it 
preserves the vast majority of the primary data (or 
characteristics) at every level of the pooling operation. 
Likewise, in the convolution technique, the input with the 
kernel is first allocated sizes while the pooling procedure is 
carried out. There is a variety of pooling approaches that can 
be utilized in different pooling layers. These methods are gated 
pooling, average pooling, tree pooling, maxima and minims 
pooling, global max pooling, and global average pooling 
(GAP). The most frequent and renowned pooling strategies are 
maximum, minimum, and GAP. 

3) Activation Function (non-linearity)
The primary function of the activation function in every

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 298



 
neural network is to convert information to outputs. The input 
value is determined by the weighted addition of the neuron's 
input and bias. It indicates that function is calculated by 
whether or not a neuron must actively act by a particular 
information by producing the associated output.  

4) Fully Connected Layer
This layer usually appears at the end of every CNN. Every

neuron of this layer is connected to every neuron in the 
preceding layer, known as fully connected (FC). It serves as 
classification system of CNN. It employs the same underlying 
methodology as the normal multilayer perceptron network as 
a sort of feed-forward ANN. The FC layer gets input from 
both the last pooling layer and the convolutional layer. This 
input vector is the result of flattening the feature maps. The 
final CNN output is the fully linked layer output. 

Fig.9. various types of CNN architecture [37] 

5) Loss Functions
In the preceding section, many layers of CNN architecture
were presented. In addition, final categorization is done by the
output layer, which is the final component of a CNN. On the
output layer, loss functions are utilized to determine how far
off the training samples' predictions are. This error shows the
difference between what happened and what was expected.
Next, the result will be improved using CNN's learning
procedure.
     Nonetheless, the error is calculated using two factors. The 
CNN estimated output, known as the prediction, is the first 
factor. The second factor is the actual output, known as the 
label [18]. 

CNN architectures 
CNN architectures represent the most widely implemented 
deep learning framework shown in figure 10. CNNs are 
utilized for many applications, from object recognition to the 
processing of natural languages. Over the past decade, 
numerous CNN architectures [37] have been introduced. 
Model architecture plays an essential role in enhancing the 
performance of many applications. Since its inception in 
1989, CNN's architecture has undergone numerous revisions. 
These improvements include architectural reformulation, 
normalization, and parameter estimation. Table 1 provides a 
quick summary of different CNN structures. The most 
significant innovations in CNN architectures concerned the 
utilization of network depth [38]. This section discusses the 
evolution of the most widely used CNN architectures, starting 
with the AlexNet model (2012) and concluding with the high-
resolution (HR) model (2020). Research on these designs' 
properties (input size, depth, and robustness) is essential for 
guiding researchers toward the most appropriate architecture 
for their intended purpose [36, 39]. 

TABLE 1: DESCRIPTION OF CNN ARCHITECTURE 

CNN Models 
Key points Dataset 

Input 

Size Year 

Le-Net 

computer 

vision 

problems Image 

227,227, 

3 1998 

Alex-Net ReLU ,dropout 

are employed Image 

227,227, 

3 2012 

NIN 

GAP used with 

new layer 

mlpconv Cifar-10 MNIST 32, 32, 3 2013 

ZFNet 

visualization 

idea of middle 

layer Image 

224, 

224, 3 2014 

VGG 

Depth size 

increase, filter 

size reduce Image 

224, 

224, 3 2014 

GoogleNet 

Block 

concept,various 

filter size, 

depth increased Image 

224, 

224, 3 2015 

Inception-V3 

Smaller filter 

size and 

improved 

feature 

representation Image 

229,229, 

3 2015 

Inception-V4 

concept of 

devided 

transform and 

integration Image 

229, 

229, 3 2016 

ResNet overfitting-

resistant Image 

224,224, 

3 2016 

DenseNet 

Blocks of 

layers; layers 

connected to 

each other 

 CIFAR-10, 

CIFAR- 100,Image 

224, 

224, 3 2017 

Competitive 

squeeze and 

excitation 

net- work 

The channel is 

rescaled using 

residual and 

identity map 

pings. 

CIFAR 10,CIFAR-

100 
32,32, 3 2018 

MobileNet-v2 

Inverted 

residual 

structure Image 

224,224, 

3 2018 

HRNetV2 High-resolution 

representations Image 

224, 

224, 3 2020 

V. CONCLUSION

This research offered a well-organized and comprehensive 
analysis of deep learning technology, which has been seen as 
an essential component of artificial intelligence and data 
science. It begins with a brief history of deep learning, 
including the many forms of data, types of deep learning, more 
recent approaches for deep learning, and advancements in 
various application fields. After that, fundamental methods and 
multi-scale modeling of deep neural networks are discussed. 
Because of the wide range of deep learning applications, we 
have also provided taxonomy to categorize them. This work 
considers mainly supervised or discriminative deep learning 
with its deep networks. Deep learning differs from typical data 
mining or machine learning because it can turn massive 
volumes of unprocessed information into excellent data 
representations. Because of this, it has served as a great 
response to many real-world situations. 
     For deep learning to be effective, it must be able to adapt to 
different types of information through appropriate models 
based on data. Before the system can help make intelligent 
decisions, the complex learning algorithms must be taught 
using the obtained data about the studied application. Deep 
learning has been demonstrated to be effective in various 
industries as well as research sectors, including medicine, 
analyzing sentiment, identification of images, corporate 
cognitive ability, and information security, among others. Deep 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 299



 
learning is seen as a black box option for many applications 
because it doesn't make sense or can't be understood. 
However, fixing the obstacles or potential issues could lead to 
better deep learning models and more innovative systems. 
This comprehensive analysis also supports researchers in 
delivering more accurate and realistic results. Overall, this 
study on deep supervised learning with its techniques 
provides statistical analysis and may be considered a starting 
point by both researchers and industry experts for research 
and execution in significant application areas. 
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Abstract— There may be a possibility of error in the 

manual diagnosis of tuberculosis using chest X-ray images. To 

effectively diagnose TB from chest X-ray images, researchers 

have been working hard to establish a computerized decision 

support system. For the healthcare industry to advance, any 

advances that enhance diagnostic procedures while retaining 

quality and safety are essential. This paper proposes an 

improved deep learning-based model that picks the classifier's 

hyper-parameters and extracts features from X-ray images. 

The goals of this study are to improve accuracy and reduce the 

amount of false positive and false negative results. In this 

study, the diagnostic performance for detecting tuberculosis is 

analyzed through deep learning approach optimized with 

selected hyper-parameters. In addition to performance 

optimization, this study also analyses the impact of image sizes 

on model’s overall performance. Here deep learning model 

(CNN) performance is evaluated for three different sizes of 

images viz. 150×150, 248×248, and 500×500 and it has been 

observed that with selected hyperparameters though keras 

tuner, CNN has outperformed for image size 248×248 

compared to image sizes 150×150, and 500×500. Therefore, in 

addition to parameter tuning, model performance also depends 

on the size of the images. 

Keywords— Tuberculosis, Deep Learning, Chest X ray, Keras 

Tuner, Convolutional Neural Networks 

I. INTRODUCTION

China has 833,000 new TB cases in 2019, placing third 
worldwide, according to the WHO's "Global Tuberculosis 
Report 2020" [1]. TB is an infectious lung illness that can be 
fatal. Chest X-rays of prospective patients can reveal most 
symptoms [2]. HIV patients have unusual chest radiographs 
and ambiguous clinical presentations that might resemble 
other respiratory disorders. This makes TB diagnosis 
difficult [3].  

Missed or delayed TB diagnosis slows treatment, 
prolongs infectivity, increases disease transmission, medical 
costs, and fatality rates [4]. Consequently, a powerful 
Artificial Intelligence (AI) tool for CXR analysis provides an 
alternative, cost-effective, and fast way to treat this 
condition. It might minimise radiologists' effort and improve 
CXR interpretation. Pulmonary TB is detected via chest X-
ray (CXR). It has great sensitivity but limited specificity and 
may show normal even in the presence of active TB [4]. The 
WHO requires chest X-rays for active TB triage and 
screening. 

Deep Learning has revolutionised AI in recent years 
(DL). Deep learning has performed well on several machine 
learning problems recently [5]. CNNs are sophisticated 
image classification tools that can identify a wide spectrum 
of human diseases. Deep Learning models perform better on 
medical imaging tasks including classification, segmentation, 
illness identification (including TB detection), and diagnosis.  

This study detects TB using optimised convolutional 
neural network and X-ray images. This study contributes the 
following: 

• Images from three data sources are used to create
the dataset. 

• Image augmentation and pre-processing techniques
are performed to scale and normalize the images. 

• Here Keras tuner contributes in hyperparameter
selection. 

• Using the hyperparameters from the Keras tuner,
CNN is trained over training samples. 

• The accuracy, precision, recall, F1-score, false
positives and false negatives count of the model are reviewed 
and examined as performance metrics for three different 
sizes of images. 

Review of earlier relevant studies' literature is included in 
section II of the remaining portion of the paper. Also, the 
dataset description, methodologies, and performance criteria 
are described in section III under methodology. Results and a 
performance analysis are discussed in Section IV. And a 
concluding comment is made in the final part. 

II. RELATED STUDY

Modern healthcare systems frequently employ deep 
learning models. They are used in a variety of applications, 
including diagnosis, therapy, drug discovery, precision 
medicine, and sequence-to-sequence analysis. Deep learning 
algorithms enhance physician decision-making in the crucial 
domain of medical image analysis by extracting features 
related to patient care, medicine prescription, and prognosis 
[6]. In contrast to machine learning models, which rely on 
manually created features, deep learning is widely used by 
academics because of its capacity to extract inherent 
information from images. Early screening for TB using 
automated DL models is necessary since it is one of the main 
causes of mortality in the globe. To assure the early and 
precise identification of TB, a number of diagnostic 
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approaches have been developed to lessen the diagnostic 
load on hospitals. The literature discusses several chest X-ray 
aided automated TB diagnosis approaches. Seelwan et al. [7] 
described a DCNN model for analysing chest X-rays and 
tested it on a separate dataset. They discovered that when 
applied to different datasets, deep learning models created 
using a training dataset do not perform as well. This method 
has the benefit of being created, but the drawback is that it 
can only be used with one dataset and cannot be adapted to 
others. The features from the chest X-ray pictures were 
retrieved using the Haar and LBP approaches, according to 
Ram et al. [8].'s recommendation for the ResNet model for 
detecting tuberculosis (TB). A pipeline built on intuitive 
characteristics was used to enhance the dataset. 

A novel approach for TB diagnosis was demonstrated by 
Muhammad et al. [9] employing two datasets, a mix of deep 
features generated by CNN models with manually created 
features extracted using the Gabor filter. The approach was 
successful in accurately diagnosing TB. To address the issue 
of overfitting and expensive computer resource needs, Pasa 
et al. [10] showed a modernised, straightforward CNN. The 
ability to see and analyse radiologically relevant X-ray 
images of TB was evaluated using CAMs and salinity maps. 
The drawback is that these authors didn't create their own 
model; instead, they utilised a pre-trained CNN model. The 
effectiveness of a CNN using demographic data (D-CNN) 
and a CNN based on images (I-CNN) were compared, and 
Seok et al. [11] then developed a CNN model for TB 
identification. A total of 1000 chest patient pictures were 
used to train both models. The demographic factors age, 
height, weight, and gender were used in six CNN models to 
extract features. The benefit of this strategy is that 
demographic information is combined with the 
characteristics retrieved by deep learning models.  

Rahman et al. [12] state that an efficient DLS will be 
capable of accurately identifying TB from chest X-ray 
pictures. Also, this endeavour added 7000 test images to an 
image database (3500 normal and 3500 TB class). As 
examples of attention blocks, the developers of PCXRNet 
[13] gave the MCSA multi-convolution attention Block to
extract spatial information and the Condense Attention Block
(CDSE), a unique channel attention block that allows
discarding unnecessary information in feature maps and
focusing only on the parts of them associated to the classes
by specifying the relationship between the extracted feature
maps. The accuracy on the dataset for TB, which the authors
used to evaluate their design on, was 99.357%.

In [14], the accuracy and recall of the scientists' deep 
neural network-based method for identifying bacilli from 
sputum microscopy pictures were 67.55% and 83.78%, 
respectively. A microscope image of the sputum taken at the 
appropriate zoom level is used as the input for this method, 
which outputs the locations of any presumed Mycobacterium 
TB bacilli found. The division of CXR images into normal 
and pathological groups using deep learning is described in 
paper [15] as a viable tool for TB detection. Three 
completely connected layers and seven convolutional layers 
made up the authors' CNN architecture. Performances of 
three different optimizers were compared. As a result, the 
Adam optimizer delivered the greatest overall results, 
obtaining a validation accuracy of 82.09% and an overall 
accuracy of 94.73%. The outcomes were obtained using 
readily available datasets from Montgomery and Shenzhen. 

III. MATERIALS AND METHODS

A. Dataset

Three postero-anterior chest radiograph datasets that
were available to the general public were used in the current 
investigation. The dataset is used for three different sizes of 
images viz. 150×150, 248×248,  and 500×500. 

1) Dataset I: A database of chest X-ray pictures for

tuberculosis (TB) cases as well as regular scans has been 

compiled by researchers from Qatar University in Doha, 

Qatar and the University of Dhaka in Bangladesh. 

Moreover, they collaborated with Malaysian partners and 

medical experts from Bangladesh and Hamad Medical 

Group [12]. This dataset release contains 3500 TB photos as 

well as 3500 standard images. This dataset's subset includes 

1200 regular photos and 700 GB of images. The dataset is 

available online [16] and on Kaggle [17]. 

2) Dataset II: The Shenzhen Hospital and Guangdong

Medical College in Shenzhen, China, collaborated with the 

National Library of Medicine in Maryland, the United 

States, to acquire it. An instrument from Philips called the 

DR Digital Diagnosis was used to take the radiographs. This 

dataset comprises 662 CXR pictures, radiologist readings, 

and 326 normal patients and 336 TB cases. [18]. From this 

dataset 336 TB images are included in this study. 

3) Dataset III: The radiographs for this dataset were

acquired through a collaboration between the National 

Library of Medicine and the Department of Health and 

Human Services of Montgomery County, Maryland. There 

are 138 posteroanterior chest radiographs in this collection, 

of which 58 are regular CXR photos and 80 are TB images 

[18]. From this dataset 58 TB images are included in this 

study. 

B. Methodology

1) Convolutional Neural Network Architecture: The

term "convolution" refers to a mathematical linear process 

between matrices that gives rise to convolutional neural 

networks (CNNs). Convolutional, non-linear, pooling, and 

fully linked layers are only a few of the many layers of 

CNN. Pooling and non-linearity layers lack parameters, but 

convolutional and fully connected layers do. In machine 

learning issues, the CNN performs quite well. In particular, 

the results from applications using images, such as the 

largest image classification data set (Image Net), natural 

language processing (NLP), and computer vision, were 

simply astonishing. [19]. 

 Input layer: The input layer receives X-ray pictures

as input. The experiment is performed for three

different sizes of images viz. 150×150, 248×248,

500×500 pixels in size.

 Convolutional layer: Employed four convolutional

layers with optimal number of filters and kernel

size selected by keras tuner.

 Pooling layer: For each feature map, a patch's

maximum size was determined using max pooling.

The largest possible pool size is (2,2).
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 Fully Connected layer: In this CNN architecture,

the hidden FC layer made use of the optimal

activation sigmoid function from two choices.

 Output layer: This layer provides the projected

outcome, indicating whether the subject has
tuberculosis or not.

2) Keras Tuner for Hyperparameter Tuning: 

Hyperparameters are parameters that are supplied to the 

model as it learns to correct or modify the learning process. 

For the same machine learning model to generalise diverse 

data patterns, it can require varied constraints, weights, or 

learning rates. Hyperparameters are the name given to these 

measures. [20]. On how well the deep learning models 

work, the hyperparameter values selected have a big 

influence. Hyperparameter exploration seeks to compare 

several hyperparameter setups to identify the one that 

produces the greatest performance. The drawbacks of 

hyperparameter search are addressed with the simple-to-use, 

scalable hyperparameter optimization system known as 

KerasTuner [21]. 

IV. RESULTS AND DISCUSSION

This study effectively demonstrates the automated 
identification of tuberculosis (TB) using three datasets of 
chest X-ray images that are readily accessible. Many 
populations' datasets were utilised to train, validate, and test 
the model. Based on accuracy, precision, recall, loss, false 
negative, and false positive counts for the three distinct 
image sizes viz. 150×150, 248×248, and 500×500, the 
model's performance is evaluated.  

The goal of this research is to choose hyperparameters 
for the TB detection deep learning model using the Keras 
tuner method. The study also examines how performance of 
the model is impacted by variations in image sizes. 

(a) (b) (c) 

Fig. 1. The accuracy and loss of optimized CNN throughout 50 epoch life cycle for (a)  CXR image (b)  CXR image (c) 

 CXR image 

Fig. 1 shows the model loss and accuracy throughout 50 

epoch life cycle for all the three image sizes with good fit 

curve for training and validation samples. The optimized 

CNN achieved an average training accuracy of 96.92%, 

94.77%, 94.03% and validation accuracy of 96%, 94.77%, 

93.54% for 150×150, 248×248, and 500×500 image sizes 
respectively. The training and validation loss are .1106, 

.1254, .1687 and .0981, .1186, .1770 respectively for all 

three image sizes.  

The model is further assessed using test sets that weren't 

shown to it during training. The optimized CNN model 

achieved an average test accuracy of 93.92%, 97.27%, and 

92.87% and test loss of .1361, .0873, and .2284 for 

150×150, 248×248, and 500×500 CXR image dataset. 

The recall, accuracy, and precision performance 

indicators are used to assess the augmented CNN model's 
efficacy. 

TABLE I. PERFORMANCE EVALUATION IN DETECTION OF 

TUBERCULOSIS FOR DIFFERENT IMAGE SIZES 

Image 

Size/Performance 

Parameters 

Accuracy Precision Recall F1-

Score 

150X150 

Image 

Train 

Set 

96.92 99.02 94.76 96.84 

Test 

Set 

93.92 96.92 90.91 93.82 

248X248 

Image 

Train 

Set 

94.77 98.6 97.64 98.12 

Test 

Set 

97.27 97.8 96.52 97.16 

500X500 

Image 

Train 

Set 

94.03 97.33 93.02 95.13 

Test 

Set 

92.87 92.07 92.89 92.48 

The above table displays a detailed report on the analysis 

of training and test samples. From the table, it can be 

observed that with Keras tuner model performed well with 
respect to accuracy, precision, recall, and F1-score.   
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Fig. 2. Performance Evaluation of Optimized CNN for three Different 

image sizes ((a) 150×150 CXR image (b) 248×248 CXR image (c) 

500×500 CXR image) 

The evaluation's results show that there aren't many 

changes in the accuracy, precision, recall and F1-score 

between the train and test samples, indicating that the model 

isn't overfitted (Fig. 2). The results also demonstrate that the 

size of the images has a significant impact on the model's 
performance. It has been observed from the experimental 

results that the optimized CNN model’s performance is not 

uniform with respect to size of images.   

Train Set Test Set 

(a) 

(b) 

(c) 

Fig. 3. AUC-ROC Curve of Tuberculosis Detection for Three Different image sizes ((a) 150×150 CXR image (b) 248×248 CXR image (c) 500×500 

CXR image) 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 304



The receiver operating curve-area under curve (ROC-
AUC) of the test and training samples for three different 
image sizes are shown in Fig. 3. As AUC value in 
Tuberculosis detection for image size 248×248 is .98 
and .97 for train and test samples respectively, the AUC 
values for train and test samples for images with sizes of 
150x150 and 500x500, respectively, are 0.97 and.94,.95, 
and.93, indicating that the model can identify between 
primarily positive and negative class items completely. 
This demonstrates that, despite the non-uniform sample 
distribution in the 248×248 CXR picture dataset, the 
optimised model is more reliable and consistent. 
Notwithstanding non-uniform sample distribution, CXR 
image dataset.  

TABLE II. ANALYSIS OF TRUE POSITIVE, TRUE NEGATIVE, FALSE 

POSITIVE AND FALSE NEGATIVE 

Total Sample 

=1969 

True 

Positive 

True 

Negative 

False 

Positive 

False 

Negative 

150X150 

Image 

Train 

Set 

705 741 7 39 

Test 

Set 

220 228 7 22 

248X248 

Image 

Train 

Set 

702 763 10 17 

Test 

Set 

222 242 5 8 

500X500 

Image 

Train 

Set 

693 728 19 52 

Test 

Set 

209 234 18 16 

Table II shows a detailed report of false positive and false 
negatives from the results of confusion matrix of 
optimized CNN model for train and test samples with 
150×150, 248×248, and 500×500 image sizes. 

The performance of a model is also depending on 
the False Negative and False Positive counts. For the 
healthcare problem false negatives are supposed to be 
more dangerous than false positives. A predictive model 
used in healthcare problem is considered as a good model 
when it can reduce the false negative counts. Although 
the study shows a smaller number of false negative 
counts for all the models trained on different image sizes, 
but the model trained over 248×248 images shows 
minimum number of false negative counts compared to 
150×150,500×500 image sizes. 

V. CONCLUSION

A severe bacterial illness called tuberculosis, damages 
the lungs of people. Early diagnosis of this infection is 
crucial so that the proper therapies may be given. The deep 
learning (CNN) model's performance in this study when used 
to identify TB using X-ray images is enhanced by 
hyperparameter tuning with the Keras tuning approach. The 
model is created using hyperparameters chosen through 
Keras Tuner, and it is trained using X-ray training image 
samples of three different sizes that were gathered from three 
separate data sources. Accuracy, precision, recall, f1-score, 
loss, and AUC value, false negatives and false positives are 
some of the performance indicators used to assess model 
performance. The goal of the study was to evaluate a deep 
learning model's performance using selected 
hyperparameters and the Keras tuner, and to ascertain 
whether image size had any impact on the model's 

performance. In detection of tuberculosis, deep learning 
model with keras tuner gives accuracy of 93.92. 97.27, and 
92.87 for image sizes 150×150, 248×248, and 500×500 
respectively. It has been observed that among three sizes of 
images, model’s performance is little bit better for image size 
248×248 compared to 150×150, and 500×500 image sizes. 
Therefore, from the results it has been seen that performance 
of deep learning model for tuberculosis detection can be 
improved through Keras tuner and it also depends on the size 
of the X-ray images. 
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Abstract. Since everything in our period is digital, it is somewhat 

difficult to manually summarize the vast amounts of digital data that are 

available online for various purposes. Automatic Text Summarization 

(ATS) is currently in high demand to deal with the ever-increasing 

volume of text data that is available online to find pertinent information 

more quickly. Automatic Text Recapitulation is not only restricted to 

one language but can be done for several languages across the globe 

using genetic algorithms. 

Keywords: Automatic Text Summarization, Deep Learning, genetic 

algorithm, Abstractive Text Summarization, Extractive Text 

Summarization 

1 Introduction 

Automatic Text Summarization (ATS) is currently in high demand to deal with the 

ever-increasing volume of text data that is available online to find pertinent 

information more quickly. Both extractive and abstractive strategies can be used to 

summarize information.  

      While abstractive summarization understands the original content and creates 

the summary in its own words, extractive summarization chooses the most important 

sentences from the original document to build a summary. With the introduction of the 

transformer architecture and accompanying encoder model, or "BERT," NLP 

downstream tasks performed better. 

There are two main approaches followed to build this system, which are as follows: 

1. Abstractive Summarization

2. Extractive Summarization

Abstractive Summarization 

Abstractive Summarization generate their own words and sentences to reformulate the 

meaning of the source as a human writer would do. They can be viewed as 

compression systems that attempt to preserve meaning. This latter kind of systems is 

obviously more difficult to develop because it involves the ability to paraphrase 

information and to include external knowledge. 

1,2,3 Department of Computer Science and Engineering, Chaitanya Bharathi Institute of 
Technology, Hyderabad, Telangana. 
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Extractive Summarization  

Extractive summarization systems select several segments from the source document to 

make up a summary. The advantage of this approach is that the resulting  

summary is guaranteed to be grammatically correct. In general, extractive systems 

achieve high ROUGE scores and are more reliable. 

In this paper, we propose a method for automatically summarizing the given input 

Hindi text. Our approach involves collecting and preprocessing a dataset of  Hindi text 

data , designing, and training a model on the dataset, and evaluating the performance of 

the trained model on a separate test set. We demonstrate the effectiveness of our 

approach through a series of experiments and provide a thorough analysis of the 

results. 

Overall, our work contributes to the development of automatic summarization and has 

the potential to significantly improve the efficiency and accuracy of this important 

task. 

2 Related Work 

There has been a significant amount of research on Hindi language text 

summarization. They have worked upon ATS for the Hindi language using an 

extractive strategy over the Hindi Health Data (HHD) corpus. The top 14 feature 

combinations are evaluated through Recall-Oriented Understudy for Gusting 

Evaluation (ROUGE) measure. RCGA computes appropriate feature weights through 

strings of features, chromosomes selection, and reproduction operators: Simulating 

Binary Crossover and Polynomial Mutation. 

To extract the highest scored sentences as the corpus summary, different compression 

rates are tested. In comparison with existing summarization tools, the ATS extractive 

method gives a summary reduction of 65%. The proposed Automatic Text 

Summarization (ATS) methodology for the Hindi language is based upon an 

extractive method that includes five prime phases- pre-processing phase, feature 

extraction phase, processing phase, sentence ranking phase, and summary generation 

phase.  

3 Software Requirements 

Practically every field uses Python for a variety of tasks and activities. It supports a 

variety of paradigms for programming, including structured (particularly procedural), 

functional, and object-oriented. The extensive standard library of this language has 

earned it the moniker "batteries-included" language. 

Python gives programmers some of the best flexibility and capabilities, which will 

improve their efficiency and capacities as well as the quality of their code. Python 

also has a vast library that helps with the heavy workload. Libraries for machine 

learning methods include NumPy, Pandas, Scikit-Learn, and NLTK.  

4 Proposed Methodology 

Automated approach to summarize the Hindi text can save huge amount of time in 

media monitoring, newsletters, books and literature. It filters out irrelevant material, 

and writes a complete summary of the text without compromising on correctness and 

saves lots of space . In this paper, we propose a method for summarizing the 

Hindi documents using machine learning model.  
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Our approach involves collecting and preprocessing a dataset of Hindi text of these 

documents, designing, and training a genetic algorithm-based model on the dataset, 

and evaluating the performance of the trained model on a separate test set. 

Fig. 1. Data flow Diagram 

4.1 Dataset 

Datasets used are Hindi Health Data which consists of person, disease, consumable 

and symptoms and Hindi Text Short and Large Summarization Corpus which is a 

collection of ~180k articles with their headlines and summary collected from Hindi 

News Websites. The datasets are preprocessed by removing stop words and applying 

stemming and lemmatization. 80% of the images are used for training and 20% of the 

images are used for testing. 

4.2 Machine Learning Model Construction 

The summarization consists of 5 phases preprocessing phase, feature extraction phase, 

processing phase, sentence ranking phase and summary generation phase. During the 

training, Genetic algorithm and random forest classifier are used. The Hindi health 

corpus and Hindi Text Short and Large Summarization Corpus are together given as 

training data to the model. In the preprocessing phase, the stop words in the datasets 

are removed and stemming, lemmatization is applied. The output produced is 

converted into tokens for parts of speech tagging. In the feature extraction phase 

TFIDF vector is used for representation of the frequency of the words in the text. It 

represents the features of the document.  Random forest classifier is used as an 

estimator parameter in the GeneticSelectionCV. Each word is ranked using spatial 

distance function and if the ranking of that sentence is greater than zero it is added 

into the summarized output or else discarded. 

5 Results and Evaluation 

After summarization, the summarized Hindi text is obtained. Since there are different 

types of Hindi texts, the model works well when trained with lot of data. Accuracy 

achieved for this trained model is 80%. Fig 4 shows the confusion matrix in which x-

axis represents the predicted labels and y-axis represents the true labels. 
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Fig. 2. Evaluation Metrics 

Table 1. Model Results 

Type of Measurement Score 

Accuracy 80 

Precision 78.67 

Recall 77.08 

FSCORE 77.71 

Fig. 3. Confusion Matrix 
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6 Conclusion and Future Scope 

In this paper, we presented the use of genetic algorithm for Hindi language text 

summarization and has shown promising results. This approach provides an effective 

way to extract relevant and informative sentences from a given Hindi text document 

while minimizing redundancy. By evaluating the fitness of the sentences using a 

genetic algorithm, the summarization process is optimized to generate concise and 

accurate summaries that capture the key points of the original text. The application of 

this technique can aid in efficient information retrieval and processing in various 

domains where Hindi language is used. However, further research is required to 

explore the full potential of genetic algorithms in Hindi language text summarization, 

and to develop more sophisticated models that can handle the complexities of natural 

language processing. 
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Abstract—Some forms of ongoing climate change such as 
global warming, greenhouse gases, loss of Ozone layer, sea level 
rise, etc. are receiving much attention nowadays. Deforestation, 
desertification, retreating glaciers and arctic ice are also 
acknowledged. However, some forms of climate change, such as 
decreasing cloud cover worldwide, are relatively unknown. This 
paper brings attention to less-discussed forms and issues in climate 
change, by reviewing the literature and from Google Earth. Fossil 
fuel consumption worldwide is increasing by a few percent every 
year, meaning rates of increase in global warming, greenhouse 
gases, and climate change in general may be increasing every year. 
Anthropogenic deforestation is likely to have been started by 
hominins including Neanderthals and Denisovans, if not much 
earlier. Anthropogenic climate change may have even started 
hundreds of thousands or even millions of years ago. 
Desertification is occurring not only for selected locations, but for 
much of the world. All rainforests and old-growth forests may be 
lost in a few decades. The numbers of wild animals are decreasing 
from pollution and habitat loss. Marine life is decreasing due to 
pollution and dumping in seas and rivers. There are fears that 
rising oceans will inundate river deltas, but the evidence shows 
that river deltas have been rising for thousands of years to match 
sea level rise. Nuclear power, and risk of accidents are increasing, 
meaning increasing possibility of radioactive leakage in the 
environment, Evolutionary forces of selective survival are likely 
giving rise to new generations of humans with DNA better able to 
cope with climate change. Commercial and industrial forces are 
likely giving less media attention to the various forms of climate 
change. Rather it may fall on the public and academia to identify 
less-known issues in climate change and suggest methods of 
improvement.  

Keywords—climate change, water, global warming, greenhouse 
gases, radiation, component, Ozone layer, commerce and industry. 

I. INTRODUCTION

Climate change is much discussed nowadays, but a narrow 
range of issues such as global warming, greenhouse gases, loss 
of Ozone layer, sea level rise, etc., have received much or most 
of the attention. Deforestation, desertification, retreating 
glaciers and arctic ice are acknowledged, but are receiving less 
attention. Decreasing cloud cover has been identified only in the 
last few years.  This paper aims to identify the less discussed 
forms and issues in climate change that have received less 
coverage in the literature and the media.  

II. PROBLEM STATEMENT, METHODOLOGY, AND RELATED 

RESEARCH 

The objective of this paper is to identify and analyze the less-
discussed forms and issues in climate change.  

A. Methodology

The paper analyzes the literature, publicly available data,
and Google Earth to find trends in climate change. 

B. Related Research

The literature and government documents mostly focus on
global warming, greenhouse gases, sea level rise, etc.. The UN 
conference on climate change, called the COP (Conference of 
Parties) series convenes every year for about two weeks [1]. The 
Sustainable Development Goals, adopted by all United Nations 
Member States in 2015, identifies various issues on climate 
change and preserving our air, oceans and forests [2]. Today's 
focus may be on loss and damage and mitigation of climate 
change [3,4].  

River deltas were identified to be anthropogenic, and have 
come into existence from deforestation in the last few hundreds 
of thousands of years [5].  

III. DEFORESTATION AND DESERTIFICATION

The vast majority of the ancient forests of the world are gone. 
The grasslands of today must have been dense forests thousands 
or millions of years ago. For example, the Redwood forests in 
California, some of the tallest in the world, are all that survive 
today, and must have occupied much of California thousands or 
millions of years ago.   

It has been suggested that anthropogenic deforestation (tree 
cutting and burning) by hominins (early Man) may have started 
not thousands of years ago, but hundreds of thousands or even 
millions of years ago [6]. This points to anthropogenic changes 
in the environment, including global warming, possibly having 
started hundreds of thousands or even millions of years ago.  

IV. GLOBAL WARMING, INCREASING UV AND RADIATION

Global warming, and increasing greenhouse gases are quite
rightfully receiving wide attention. Consumption of fossil fuel is 
increasing by a few percent every year, meaning the rate of 
global warming, climate change and production of greenhouse 
gases may be increasing every year. As the world gets warmer 
and there is less cloud cover, forest fires and bush fires are on 
the rise, contributing to loss of vegetation, deforestation and 
widespread desertification.  

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 312



Increasing world temperatures implies global loss of 
glaciers, which has been much faster than expected over the last 
few decades at places like Glacier National Park in the USA 
(figure below, as seen at present and in Dec. 1984).  

Fig. 1. Glacier National Park, Montana just South of the Canadian border. 
Upper picture was in Dec. 2020, and lower picture was in 1984 (from Google 
Earth).  

The evidence suggests that anthropogenic global warming 
has been going on for hundreds of thousands, if not millions of 
years [5,6].  

A. Loss of Clouds, Increasing UV radiation

Worldwide cloud cover was identified to have decreased by
about 67 % by area and 90 % by volume, according to satellite 
pictures [7].. This decline is expected to continue, and we are 
likely to see even less clouds in the coming decades. Going back 
in time, it is likely that clouds covered most of the Earth 
thousands or millions of years ago, making it almost impossible 
to see the Sun. 

The decline in cloud cover, coupled with loss of the Ozone 
layer has led to an increase in ultraviolet radiation from the Sun, 
putting more stress on human skin, and causing rapid sunburns. 

Selective survival forces must be helping to produce new 
generations of children with DNA more resistant to climate 
change and UV radiation [8,9].  

B. Nuclear Radiation

As fossil fuel continues to become less available and rises in
cost, there is greater trend to move towards renewables and 
nuclear energy [10,11]. There have been at least three nuclear 

mishaps in the past, including Three Mile Island (US), 
Chernobyl (Russia), and Fukushima (Japan). As these countries 
are technologically very advanced, it is not unlikely there may 
be similar mishaps in the future in other less advanced countries. 
So radiation from nuclear leakage in the atmosphere is likely to 
increase in the future.   

C. Electromagnetic Interference from WiFi, RF, and
Microwave

Electromagnetic Interference or EMI has become 
increasingly pervasive with the rise of smart phones, Base 
Transceiver Stations (BTS) and Wi Fi [12]. Such EMI is likely 
to continue its rise, accompanied by new generations of children 
with increased immunity to radiation.   

V. DECREASING DRINK-ABLE WATER

Declining availability of drinking water is another 
undesirable effect of climate change. In many or most places, it 
is no longer possible to drink water directly from the tap. 
Industrialization, such as for producing food, producing 
batteries for electric vehicles, etc. all use water, making it 
undrinkable.  

Much of the drinking water of the world comes from 
freshwater supplies like rivers, lakes, and from the underground 
water table. Pollutants are quick to find their way into these 
sources of water. 

According to UN data, agriculture accounts for 70 % of the 
water consumed worldwide. 20 % is for industry and 10 % is for 
domestic use. Industrialized nations however, use more than 50 
% of their water for industry.   

A single liter of biofuel requires between 1000 and 4000 
liters of water. A kg of meat requires for production, the order 
of several hundred liters of water. The plastic bottle for carrying 
water likely requires for production the order of a 100 times the 
water it can hold. Producing Lithium ion batteries for electric 
vehicles consumes a huge quantity of water, making it unfit to 
drink. 

VI. RIVER DELTAS RISING TO MATCH SEA LEVEL RISE

According to Smithsonian Ocean, over the past 20,000
years, sea level has risen by 120 meters, which averages at 0.6 
mm/year. As much of human/ hominin settlements were on 
riverbanks for availability of fresh water, and close to the sea, 
remnants of these settlements have become submerged under the 
sea.  

In past centuries and thousands of years, river deltas were 
created and expanded by sedimentation, meaning land was 
being gained at the coast of Bangladesh.  

Today's main concern is that rising ocean levels will flood 
low lying areas of the world. It is feared that continued rise of 
sea level is likely to encroach deep into river deltas worldwide, 
such as the Ganges-Brahmaputra delta. It is feared that within 
decades, ocean levels may rise over inches or feet, encroaching 
into the coast of Bangladesh. However, satellite pictures of its 
coast from 1984 to 2020 shows neither significant gain nor loss 
of the coastal area.  
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Fig. 2. The coast of the the Ganges river-delta in Dec 2020 (top) and Dec. 
1984 (bottom) showing neither significant loss nor gain of land from rising sea 
levels.  This implies the river-delta is rising to match sea-level rise.  

It has been seen that river deltas (such as the Ganges delta of 
Bangladesh) are dynamic systems, where the land levels are at 
the equilibrium point of the opposing forces of silt deposition 
and erosion [13,14,15]. This equilibrium concept of land level is 
also applicable to other deltas, such as for the Mississippi in 
Louisiana, and the Nile in Egypt.  

For the last few decades in Bangladesh, coastal land is being 
added at the rate of several feet every year. The explanation is 
that the sedimentation carried by the rivers has more than made 
up for the rise in the sea, causing a net rise of the land compared 
to the sea. 

 

Fig. 3. In a river delta, the land level is at equilibrium with siltation and erosion 
by the rivers and sea. A rise in sea will be compensated for by a rise in land. 

A rise of sea level will shift the land-river-sea equilibrium, 
resulting in faster deposition of silt in and around the rivers. This 
will cause a rise of the land elevations of the river delta, that will 
be comparable to the rise of sea levels. Sea level rise will cause 
land levels to continue to rise, and coastal land may continue to 
be added. 

A. Rivers Getting Wider and Shallower

Another phenomena observed with river-deltas is that their
rivers have been getting wider and shallower over the decades, 
as seen in the figure below.  

Fig. 4. The Jamuna river in Bangldesh, just North of the Jamuna bridge in Dec 
2020 (top) and Dec. 1984 (bottom) showing that there rivers in the river delta 
are getting wider and shallower. The loss of forests is also visible.  

Deforestation has been identified to be a cause of this 
problem, and planting trees at riverbanks have been proposed as 
a solution. Also, vegetation should be removed from river 
islands, so as to suppress their existence [8]. 

VII. DECLINING ANIMAL AND MARINE LIFE

We are living in another major era of mass extinction, as 
animal and plants continue to rapidly become extinct.  

Wild plants have gone into decline owing to deforestation, 
forest fires, and clearing vegetation for human settlements. 
Global warming and loss of cloud cover have fueled forest fires 
in South America, Africa and Australia. Old growth forests and 
rainforests in rapid decline, perhaps a few decades away from 
become completely absent in the world.  Laboratory-produced 
and genetically modified plants are being produced in ever-
increasing quantities. Such farmed plants will become even 
more prevalent in the coming years and decades.  

Wild animals have gone into sharp decline due to over-
hunting and loss of habitat. Today, wild-animal parks in Africa 
are rapidly taking over from wild savannahs as homes for lions, 
zebras, hyenas, etc. As these parks are becoming more 
accessible to human visitors, such as on Safari, there is 
continued domestication of formerly-wild animals such as lion 
and deer. 

Domestic animals (cows, goat, chicken) are being farmed in 
ever-larger numbers of for human consumption, and are rapidly 
replacing wild animals. 

Rising sea levelRiver with 
Silt

Rising land level 
In response to rising sea
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Concentrations of pollutants tend to increase higher up along 
the food chain. Eagles, which are highest in the food chain, 
appear to have accumulated the highest concentrations of 
pesticides such as DDT. In general, birds and amphibians appear 
to have been the biggest victims of pollution. Birds have 
declined drastically in numbers over the last half century.  

A. Decline in Marine Life

The oceans provide much of our food supply, and absorb
carbon dioxide and produce oxygen. Marine life including 
plankton have gone into sharp decline over the decades and 
century, for reasons yet unclear. Common explanations offered 
include global warming, and over-fishing. International 
agreements were put into place to limit fishing, such as the bans 
on whaling. In spite of these limits on fishing, marine life has 
continued it's steady decline.  

Wild fish are being fast replaced by farmed fish. Taking over 
from wild fish are species like octopus and cuttlefish. These 
trends are likely to continue in the coming decades.   

B. Dumping into the Sea

A more likely cause for the decline in marine life is the
pollutants and toxins being discharged into the oceans. For at 
least a century, garbage, sewage, and industrial wastes are being 
dumped into the rivers and oceans. The dumping of such waste 
was legal until the early 1970's after which, it became regulated 
and restricted. However, dumping still occurs illegally 
worldwide. The peak of sewage dumping was 18 million tons in 
1980, a number that has decreased to 12 million tons in the 
1990s. 

Fishes are very sensitive to even minor contamination in the 
water. Fishes in aquariums may be harmed or killed by minute 
quantities of contaminants, such as a single cigarette butt in a ten 
gallon tank.  

Large numbers of fishes are known to wash up on shores, 
often for no apparent reason; a phenomena for which 
contamination and pollutions are likely explanations. One 
possible explanation for fishes and whales beaching themselves 
could be to get away from chemically contaminated waters. 

VIII. COMMERCIAL FORCES, INDIVIDUALS AND ACADEMIA

There is generally a reluctance for the media to report on
pessimism about climate change. In spite of the best evidence, 
climate change is not acknowledged by many top leaders of the 
world. The media and political forces may not wish to report 
negatively on their advertisers and financiers, and political 
forces.  

The progress of human civilization is responsible for much 
of the deterioration in the environment. Industrial production 
and human consumption generate wealth, but also generate 
pollution. So financial forces indirectly promote pollution. A 
commercial organization with a goal of preserving the 
environment will be set back in its main goal of generating 
profit, and will be at a competitive disadvantage.  

A government's objective may be to improve the economy, 
collect taxes, create jobs, etc. and becoming re-elected. 
Preserving the environment, and slowing climate change may be 
rather low among their objectives.   

A. The People and Academia Speaking for Environment

How can the environmental decline be slowed?  Considering
the possible indifference of industry and governments, those 
with the greatest concern about the environment may well be 
individuals themselves, concerned about toxins in the 
environment, their own health and well-being. So individuals 
may have to take action to preserve the environment for 
themselves and their future generations. The people should elect 
governments who are pro-environment and must try to influence 
governments to work pro-actively to save the environment. 

It falls on independent sources, such as academia, to report 
on climate change, with minimum bias.  

IX. CONCLUSION

Consciousness about climate change is on the rise, but there 
is little discussion beyond global warming, greenhouse gases, 
sea-level rise and Ozone layer depletion. A proper 
understanding of climate change is needed so as to best 
minimize a bleak and barren future. 

There has been a rapid loss in clouds in the last 50 years. 
This has aggravated global warming, causing polar ice and the 
ice on mountains and glaciers to retreat many kilometers. The 
sharp decline in marine life, including plankton is likely to be 
from dumping into oceans and pollution. 

But from forces of selective survival, new generations of 
children may be having DNA resistant and resilient to such 
climate change. 

Commercial and political forces may be indifferent to 
focusing on climate change. It falls upon the people and 
academia to focus and report on climate change and how to 
minimize it.  
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Abstract—Energy is generated and used in the two major 
sectors of the Grid (power stations) and Transportation (Cars, 
ships, planes). The grid can run on coal, nuclear, solar and wind 
turbine, all of which will continue to be available. On the other 
hand, the depletion of oil continues to lead to higher costs for 
automobiles, ships and planes. Since the 1980s, there has been a 
concerted effort to move to renewable energy, and the old issue of 
saving oil has fallen aside. Renewables, such as wind and solar 
only power the electric grid, and hardly help to reduce the oil 
consumption of the transportation sector. Most oil fields which 
could be discovered have already been discovered. Also, every 
year, we are drilling ever deeper under the ground in our search 
for oil. Natural gas requires cylinders, which adds weight and 
risk to vehicles. It is not known by most people that coal and 
nuclear energy should last another 200 years, which is much 
longer than for oil and gas. Spread-out cities or urban sprawl 
continues unabated in the world, increasing dependence on cars 
and oil. Popular perception as influenced by the media, may hold 
that renewable energy such as solar, wind, and biofuels will take 
over where fossil fuels end. These perceptions are largely 
incorrect. There is no solution to the depletion of oil, whereas we 
can always move to renewable energy. This paper discusses why 
saving oil is a greater priority than move to renewables. It is 
important to focus on public perceptions, which greatly influence 
government policies on energy.  

Keywords—Power, Energy, Transportation, Power Grid, Oil, 
Renewable, Solar, Wind 

I. INTRODUCTION

Popular perception may hold that renewable energy such as 
solar, wind, and biofuels will take over where fossil fuels end, 
which is largely incorrect. Renewables, such as wind and solar 
only power the electric grid, and hardly help to reduce the oil 
consumption of the transportation sector [1]. Popular 
perceptions regarding oil and energy are important, as 
government policy can be influenced largely by public 
perception. 

Rising fuel prices during the ongoing Ukraine war have 
also drawn attention to conserving oil. 

Since the 1980s, there has been a concerted effort to move 
to renewable energy, and the old issue of saving oil has fallen 
aside [2].  Energy is generated and used in the two major 
sectors of Power stations and transportation. Spread-out cities 
or urban sprawl continues unabated, increasing dependence on 

cars and oil. Contrary to popular perception, renewable energy 
is hardly an alternative to the oil which powers the 
transportation industry.  

There is no solution to the depletion of oil, whereas we can 
always move to renewable energy. This paper discusses why 
saving oil is more urgent than moving to renewables. Public 
perception should focus on saving oil, as the government is 
likely to respond to public perception.  

II. PROBLEM STATEMENT AND HYPOTHESIS,
METHODOLOGY 

Considering the major move towards Renewable energy, 
how and why should we also focus on saving oil.  

A. Hypothesis

There is almost no substitute for Oil for transportation by
ships and planes. In spite of the move to Electric Vehicles, Oil 
powered cars cannot be eliminated for decades.  

B. Methodology

This papers examines the literature and publicly available
information on fossil fuel, renewable energy, etc. 

C. Related Research

There are a number of papers on saving energy, but few
underscore the great urgency of saving oil [3, 4]. 

III. ENERGY USED IN TWO SECTORS

Energy is generated and consumed in the two major sectors 
[1]: 

(a) The power grid with generation, transmission and
distribution for homes and industry [5]. Fossil fuel, renewable 
energy, nuclear energy etc. are converted to electricity before 
being used by homes offices and industry. Coal, wind, solar 
and nuclear can be used for the power grid, far from populated 
cities, Coal and gas are both popular as a fuel for power plants. 
There are more than 400 coal-fired power plants in the US. 

(b) Transportation by land, sea, and air (and space). Here
mechanical energy is generated directly from oil (and other 
fossil fuel), without intermediate generation of electricity.   
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IV. ENERGY FOR TRANSPORTATION

In transportation such as in a plane, car, bus, or diesel 
locomotive, fossil fuel is converted directly to mechanical 
energy, without intermediate electrical energy. Certain 
applications such as aviation have almost no substitute for oil 
(not even natural gas). The only conceivable substitute may be 
biofuel which is difficult and expensive to produce in large 
quantities.  

In contrast to power stations, transportation usually 
operates is small units, such as vehicles, airplanes and ships. 

The exception to fossil fuel for transportation is when 
vehicles run on batteries or when trains are powered by the 
grid. Nuclear-powered ships and submarines are run solely by 
the defence industry.  

A. Transportation by land, Sea or Air

Transportation has different energy requirements based on
whether it is by land, sea, or air. Land vehicles can be 
relatively heavy, ships must be lighter, and airplanes can least 
afford to carry weight, while rockets can use hundreds of 
kilograms of fuel for every kg taken into space.   

Coal was used only for very large ships (Titanic) and 
(steam) locomotives.  

Renewable energy is difficult to use with transportation. 
Solar energy has too low power intensity to be used in a car, 
ship or plane. A wind powered ship is a sailing ship ! (in use 
for thousands of years). 

TABLE I. COMPARISON OF POWER GRID AND TRANSPORTATION 

Power Grid Mobile Use or 
Transportation 

Nature of 
Use 

User takes electricity from 
power lines 

Moving user must generate 
own energy by burning fuel.  

Whether 
electricity is 
generated 

Usually convert fossil fuel 
to electrical energy which 

is transmitted to users 

Converts fossil fuel to 
mechanical energy, without 

generation of electricity. 
Size of 

Generation 
Electricity generated in 

large power stations 
Mechanical energy in small 
units, e.g. cars, ships, planes 

Economy of 
scale 

Large power stations have 
high efficiencies 

Small units operate at lower 
efficiencies 

Location Located far from 
townships, so pollution is 

far away 

Vehicles in towns pollute. 
Ships and planes far away 

from people have less impact. 
Type of Fuel 

used 
Gas, Coal, Oil, Diesel, 

Hydroelectricity, Nuclear, 
Solar, Wind.   

Petrol, Diesel, Aviation fuel, 
Electric powered trains, 

Battery powered cars 
Trends for 
the future 

Oil and Gas in decline, 
Coal, Solar, Wind, Nuclear 

rising 

Some electric and hybrid 
electric vehicles. Ships and 

planes continue with oil only. 
Exhaust and 

Pollution 
Equipment can be 

modified and added for 
minimum exhaust. 

Equipment cannot be easily 
optimized for minimum 

exhaust. 
Sound Less sound pollution, as 

location far from cities 
Sound pollution at city 

locations 

TABLE II. COMPARISON OF TRANSPORTATION METHODS AND FUEL 
REQUIRED. 

Land Sea Air Space 
Cost of 
weight 

Weight 
permissibl

e Steel 
body. 

Light 
preferred. 

Steel 
body. 

Weight 
expensive. 
Aluminiu
m body 

Each kg may cost 
thousands of 

dollars to transport 

Type of 
engine 

Four 
stroke 
engine. 

Two-
stroke 
engine 

Jet engine Rocket engine 

Electric 
motors 

Cars and 
trains 

Not used Not used Electric motors 
cannot be used. 

Nuclear 
power 

Never 
used 

Large 
ships by 

Navy 

Too heavy Heavy and 
impossible 

Type of 
fossil 
fuel. 

Oil, 
sometime

s gas. 

Mostly 
oil. 

Exclusivel
y oil. 

Liquid and solid 
fuels 

Compre
ssed gas 

Gas from 
cylinders 

Cylinder  
difficult to 

use. 

Cylinders 
heavy and 
dangerous 

May use gas 

Coal Difficult Used in 
old ships. 

Impossibl
e 

Cannot use coal 

V. BATTERIES USING ELECTRIC GRID FOR

TRANSPORTATION 

Batteries basically allow the electric grid to be used for 
the transportation sector, or more specifically, for 
automobiles. In the last few years, batteries have gained 
popularity due to the use of solar power and the hybrid electric 
vehicles. The EV has promoted research and development of 
batteries, but the advances in battery technology have been 
much slower than the much faster advances in digital 
electronics, according to Moore's law. .  

 

Fig. 1. Batteries help transfer energy from the grid to automobiles or the 
transportation sector. 

Batteries complement solar power which is only available 
during the day, whereas electric lighting is mostly needed at 
night.  

VI. OIL AND FOSSIL FUEL

There are numerous applications where there is almost no 
substitute for oil. Oil is the main energy source for 
transportation by land, sea and air. Compressed gas may be a 
viable alternative for transportation by land, such as cars and 
buses driven by compressed natural gas. Compressed gas in 
cylinders is very inconvenient for ships and close-to-
impossible on planes.   
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The increasing price of oil has led to corresponding 
increases in automobile fuel and air fare costs over the last few 
decades. 

The transportation industry (automobiles, ships and planes) 
is largely dependent on oil. Shortages and rising prices of oil 
have been to the detriment of not only the economy, but have 
challenged the way of life people have enjoyed for many 
decades. Undoubtedly, the shortages of oil will intensify, and 
the price rises will continue, for the decades to come. 
Speculation about the next fifty years of oil can only give a 
obscure view, regardless of how we look at it.   

There is widespread speculation about when oil production 
will peak, after which it will begin its decline. There is mostly 
consensus that this “peak oil” will happen in a few decades.  

A. Gas and Coal for Transportation Sector

For applications in transportation, gas must be compressed
in cylinders, which adds weight and can be a explosion hazard 
during a collision. 

Coal is used for external combustion, such as for heating a 
boiler running a steam turbine. Pulverizing coal is often an 
option for some applications, but the presence of sand, soil and 
rock makes full grinding difficult.   

Coal, even when pulverized, is hard to use for most 
transportation as it is solid and has contamination of sand and 
rock. 

B. Depletion of Fossil Fuel

The issue of coal is somewhat different from oil and gas,
because it is expected that coal will last for perhaps another 
200 years, well beyond the expected life of oil and gas. As coal 
is particularly well adapted to electricity production at power 
stations, it is expected that coal-powered plants will be 
available well after oil and gas have gone into decline.  

TABLE III. COMPARISON OF OIL, GAS, AND COAL 

Oil Gas Coal 
Where 
used 

Transportation over 
land, sea, and air 

Power stations, 
Cooking, 

Transportation. 

Power stations 

Emissions Some emissions Clean burning High emissions 
Time to 

depletion 
Earliest to deplete. Should outlast 

oil 
May last 200 

years 
Transpor-

tation 
With oil tankers over 

land, sea. Oil 
pipelines over land. 

With gas 
pipeline, 

By train, 
directly to 

power station. 
Chemical 
Industry 

For making plastics. 
Bitumen for roads 

For making 
chemicals 

Used in blast 
furnace 

VII. OIL AND GAS EXPLORATION AND PRODUCTION

Oils and bitumen have occurred naturally and seeped from 
underground to the surface since prehistoric times. Neanderthal 
man used bitumen from surface reserves for fire, and to attach 
handles to stone tools. Bitumen was used as mortar between 
bricks in constructions, for lining mats, roofs, and reed and 
wooden boats and ships. Bitumen was used in the paving of 
roads, a standard practice to this day.  

The fact is that most of the oil fields which could be 
discovered have already been discovered.  

Also, we are drilling ever deeper under the ground, in our 
search for oil and gas. This is in stark contrast to thousands of 
years ago, when oil and bitumen were found on the surface of 
the Earth.   

A. Oil Exploration and Production

Oil occurs underground in porous rock, usually with gas
occurring above. Oil exploration ceased to be the drilling of a 
hole and waiting for the oil and gas to escape as a gusher. 
Indeed, an oil gusher was dangerous as a spark could ignite the 
oil, costing lives and equipment. It became necessary to use 
sensors to find whether oil was present in the rock around the 
hole. 

Oil exploration consists of drilling underground, and 
logging the surrounding rock formation for the presence and 
producability of hydrocarbons with sensors and 
microprocessors close to the drill bit.  

In our quest for hydrocarbons, we are interested in two 
separate issues. Firstly, is there hydrocarbon in the rock 
formation? Secondly, how much of the hydrocarbon can be 
extracted, otherwise known as producability. There may be 
large quantities of hydrocarbons present, but the rock 
formation may not allow the flow of oil and gas. 

Surface reserves of oil and bitumen were quickly depleted, 
mostly centuries ago. To extract oil, it then became necessary 
to speculate on where the oil might be, and drill a shallow hole 
in the ground. If a reserve was hit, the oil would come gushing 
out of the ground, from where it was easily extracted.  

These reserves were mostly a few tens of meters under the 
surface, and in a few decades these easily extractable sources 
were being depleted. Deeper holes were now being required, 
and the oil did not always come out as a gusher. It was clear 
that better methods were needed to explore and produce oil 
from under the ground. Thus was mostly born the modern 
science of hydrocarbon exploration and production. 

VIII. DRILLING METHODS

Drilling is done with a drill-bit attached to the end of the 
pipe. The drillpipe is made of steel, but carries “mud” inside. 
Bits of rocks broken off at the drill-bit are washed away by the 
flow of mud, which washes around the drill-bit and then comes 
to the surface. 

Just above the drill bit there is a bend, which can be turned 
independently of the rest of the drillpipe. This allows the drill 
bit to drill in any direction. Sensing of oil deposits are 
communicated to the surface [6,7] with Mud Pulse Telemetry 
(Phase Shift Keying), allowing the drill bit to weave within an 
oil deposit only 10 meters in depth (figure below).
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Fig. 2. Modern technology allows downward drilling of 6 km, followed by 
horizontal drilling of 8 km.  Guided by sensors, the drill bit can weave inside 
oil bearing layer only 10 m thick. 

A. Sensors and Microprocessors

Today, the oil exploration and production industry
employs is heavily dependent on downhole sensors, 
microprocessors, and communication with the surface.  

The depth to which sensor technology may work is limited 
largely by the temperature. The most sturdy semiconductor 
electronics are rated by their manufacturers up to 125° C. 
Additional testing by oil service companies may permit 
operation up to 150 °C. Few electronic sensors will work 
beyond this temperature today. A drillpipe beyond the 
permissible depth may start having its electronics damaged.   

The process of drilling produces great vibration above the 
drill bit, where the sensor tools are located. The sensors and the 
associated ICs must be designed to withstand the vibrations 
produced. Printed Circuit Boards components are often held in 
place enclosed in transparent Silicone. Much design and testing 
of LWD is directed to the designing sensors for high shock 
conditions.   

B. Wireline Vs. Logging-While-Drilling

The Wireline system consists of sensors lowered into the
ground, to check for hydrocarbons and producability. 

The problem with Wireline is the entire drillpipe of many 
kilometers must be removed for the wireline sensor to be 
inserted. After logging, the wireline sensor must be removed 
and the many-km-long drillpipe must be re-inserted into the 
ground.  

It is far better to sense or “log” the rock formation, while 
the drilling is in progress. This Logging while Drilling (LWD) 
allows real-time decision-making about the direction and depth 
of drilling.  

C. Principles of Sensor Tools

No single sensor tool can give a final determination of
whether there is producible oil in the rock formation. Readings 
from a number of sensors can help the geologist estimate with 
some probability the presence and producability of oil and gas.  

Downhole tools are based on measuring properties of the 
rock formation, such as the measurement of resistivity. High 

resistivity of the rock formation indicates absence of water and 
possible presence of oil.  

The RF tool measures the transmission of 400 KHz and 2 
MHz  into the rock formation, and measuring through 
receiving antennas, gives further indication about 
hydrocarbons.  

In Nuclear Magnetic Resonance (NMR) tool, a burst of 
strong magnetic field is sent into the rock formation, and then 
the response is picked up through a receiving antenna. This 
tool indicates whether the pores in the formation are 
interconnected.    

The radioactivity tool measures the response to a 
radioactive substance (such as Caesium 137), and gives 
measurements of porosity of the rock formation. 

D. Fracking

The technology of fracking has been in use for about 65
years. In fracking, a liquid and sand are pumped into the rock 
formation, thus fracturing it, and holding it apart with sand, 
allowing the easy flow of oil.  

Fracking and directional drilling together have been the 
main cause for the large production of oil and gas in the US.  

IX. DEPLETION OF OIL

Oil and gas are being produced from increasingly deep 
reserves, leading to higher production costs. However, 
improvements in drilling and sensing technology and fracking 
technology also mean that oil is being produced more 
efficiently. According to all indications, the rise in oil prices 
will continue over the coming years and decades.  

The size of fossil fuel reserves and their times to 
depletion are fundamental issues with conflicting answers 
given by experts. According to one estimate, the fossil fuel 
reserve depletion times for oil, coal and gas are approximately 
35, 107 and 37 years, respectively (Shafiee, 2009). 
Accordingly, coal is expected to be available up to 2112, and 
will be the only fossil fuel remaining after 2042. 

Most of the oil and gas reservoirs of the world have 
already been discovered. We are going ever deeper under the 
ground in our quest for oil and gas.  

The big question is how long oil is going to be available. 
The issue of depletion is complicated by a number of factors. 
Firstly, at present it is economical to extract at most only two 
thirds of energy from a reservoir. Extracting more is possible 
but mostly not economically feasible today.  

Secondly, there are reserves of oil and gas which have not 
been yet been discovered. However, it is widely believed that 
most oil reserves have already been discovered.  

Thirdly, as the availability of hydrocarbons diminish, the 
cost will go up, which will decrease consumption. This 
demand-supply issue will ensure that oil is available in small 
quantities for at least 100 years.  

10 m thick 
Oil bearing rock

8 km

6 km
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Lastly, there are certain applications, such as aeroplanes 
and ships, where there is almost no substitute for oil.  

Fig. 3. Oil and gas consumption. Popular expectation is that oil will suddenly 
be completely depleted, In reality it will continue to decline, with rising 
prices, for a long time. Saving energy can improve availability during coming 
decades. 

Petroleum is also one of the main sources of raw 
materials for the chemical industry today. An example is the 
bitumen used in paving roads, which is produced from 
petroleum. There are very few substitutes for petroleum-based 
bitumen, such as used to pave roads. In future, with the 
shortage and depletion of oil, there will also be a great 
shortage of other petroleum-based raw materials. The 
abandoned reservoirs of today will look very promising when 
there are real shortages of oil in future. 

X. RENEWABLE ENERGY

Renewable energy includes solar, wind, and biofuels. Other 
sources, such as geothermal energy, tidal energy, etc. are small 
in quantity and have been implemented at only a few locations. 
In 2019, renewable energy sources accounted for about 11% of 
total U.S. energy consumption and about 17% of electricity 
generation {eia.org} 

Only in about the 1980s, it was thought that renewable 
energy was not economically competitive, and would be many 
decades before it could be commercially implemented. In 
reality, renewable energy has become mostly economically 
feasible far earlier than expected. A few decades ago, no one 
thought that the countryside of the US and Canada would be 
covered with wind-turbines and solar panels. 

A. Solar, Wind and Hydro Energy

Solar energy has low power per unit area, and initial costs
remain high. Solar panels covering the roof of a single-storey 
residence would be enough to run a few lights and fans, but not 
an air-conditioner. Batteries are required for night-time use.  

Solar panels use the same technology as the silicon chips of 
microprocessors. The large areas of solar panels indicates the 
expense involved in creating every square inch of solar panels.  

Although hydroelectric energy is a renewable energy, it is 
seldom included as a renewable energy source.  

It is said that most available sites for hydroelectricity have 
already been used. Establishing new hydroelectric sites would 
inundate large inhabited areas under water, and the 
environmental cost would be too high. 

TABLE IV. COMPARISON OF RENEWABLE ENERGY 

Solar Power Wind 
power 

Bio-fuel Hydroele
ctricity 

Tidal 
power 

Energy 
conver
-sions 

Solar panels. 
Or to heat 
and turbines.  

To 
mechanical 
and then 
electricity 

Runs 
engine 

Mechanic, 
then 
electricity. 

Turbin
e for 
electric
ity 

Featur
es 

Large areas, 
frequent 
cleaning. 
Efficiency 
<15 %.  

Requires 
large windy 
areas. 
Clutters the 
countryside 

Requires 
large 
areas for 
crops. 

Only in 
selected 
hilly areas 
with high 
rainfall  

Few 
places 
in the 
world. 

B. Biofuels

Biofuels made from plant matter may be the only
alternative to fossil fuel (aviation fuel) for running an plane. In 
areas of North America, biofuels account for up to 10% of 
automobile fuel, for the purpose of cleaner emissions. The 
problem is that large areas are required for growing grains; 
areas which could otherwise be used for edible crops.  Large 
forests, along with the biodiversity, are being clear-cut to make 
way for growing grains for biofuel (Brazil, the Amazon and 
African rainforests). Compared to fossil fuel oil, production 
rates for biofuels are low and costs are high. Resources are 
used, such as 1000 – 4000 liters of water for every liter of 
biofuel.  

C. Solar Power

In spite of efforts at solar power for at least two decades,
implementation has been difficult because of low power 
intensities, large capital costs, and difficulties incorporating 
with existing technology. Silicon panels are much the same as 
the silicon chips used for microprocessors, and have similar 
requirements and constraints for manufacture. Silicon panels 
are expensive, and the area needed for a household (excluding 
air-conditioning) is barely met by panels all over its roof. The 
laws of physics allow no more than a third of solar energy 
incident on a solar panel to be converted to electricity. In 
practice, this figure is at best about convert about 15 %. Usage 
at night requires expensive and bulky batteries, which must be 
replaced every few years.  

Unlike Moore's law and advances in digital logic, there has 
been very little progress in the improving the efficiency of 
solar panels. However, there has been a great decrease in the 
manufacturing cost. 

D. Thermodynamic Solar

Solar energy can be harnessed directly as heat, which can
say drive turbines. In some places with much sunlight, movable 
mirrors focus sunlight on a boiler that drives a turbine. The 
thermal to mechanical conversion may be limited by the 
second law of thermodynamics, which is still better than the ~ 
15 % efficiency of silicon solar panels.
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Fig. 4. Sunlight being focused on a boiler for heating steam and driving 
turbines. Mirrors may be on an area covering a km2 or more. 

The mirrors can occupy a km2 or more of land, and be 
automatically moved all day to keep up with the moving sun. 

The boiler appears very bright to the eye, looking much 
like a sun in the horizon. This may be disturbing or even 
blinding to humans in the area, and can even be considered a 
major setback of such methods to harness solar energy.   

E. Limitations of Renewable Energy

Renewable energies can hardly compare to oil in
convenience and energy intensity. 

Popular perception as influenced by the media, may hold 
that renewable energy such as solar, wind, and biofuels will 
take over where fossil fuels end. These perceptions are largely 
incorrect.  

The energy densities for solar and wind power are very 
limited, and nowhere close to fossil fuel. Biofuels require 
growing crops over very large areas, which gives low energy 
densities and requires the clear-cutting of natural rainforest, 
and uses land that could have been used for crops edible.  

The only option for passenger airplanes is biofuel, and not 
solar and wind power, coal, or nuclear power.  It is almost 
inconceivable that biofuel can be produced at rates that can 
support present trends in aviation, and transport of passengers.  

These limitations of renewable energy strongly imply that 
an interest in renewable energy must be accompanied by strong 
attempts to minimize consumption of fossil fuel. However, the 
interest in saving fossil fuel is not seen so closely in the media, 
nor is it seen in the present practices in energy consumption. 

Renewable sources have great limitations, in spite of their 
favorable public acceptance. It is clear that fossil fuel will 
continue to be in use one way or another for a number of 
decades. 

XI. ELECTRIC AND HYBRID ELECTRIC VEHICLES

Automobiles running on oil have the problems. that oil is 
becoming increasingly costly and that emissions are in 
population centers 

The electric vehicle (EV) is dependent on power from the 
grid, which can run on coal and gas, which are more plentiful 

than oil. Power stations are more efficient, and use coal and 
gas, which are more plentiful and cheaper than oil.  

 Electric vehicles have progressed largely due to advances 
in battery technology and power electronics.  

Although the electric vehicle is advertised to give zero 
emissions, the emissions are only being transferred to the 
power station. Much energy is lost in the intermediate 
transmission, distribution, power electronics and batteries. 
According to one estimate, widespread adoption of electric 
cars will reduce carbon dioxide emissions by only 2 %. 

On the whole, a number of studies have shown that the 
environmental impact of electric cars is actually worse than 
gasoline cars.  

EV may be bad for the environment, mainly because of 
pollution arising from the production and disposal of the 
batteries.  

The material used in batteries such as Lithium, Nickel, 
and Copper, are toxic to the environment, if released. Also, 
they require much resources to be extracted from deposits. 

A. Disadvantages and Challenges

As has been discussed elsewhere, batteries are bulky
and expensive, have limited life, and must be replaced every 
few years. Also, electric vehicles is that they have a shorter 
range, lower top speeds, and they must be recharged at short 
intervals.  

Electric vehicles are much more expensive than IC 
vehicles and hybrid electric vehicles, mainly due to the cost of 
the Lithium ion battery pack. The batteries require a number 
of rare elements, producing which are bad for the 
environment. The batteries do not require much maintenance, 
but must be replaced from time to time.  

There is the absence of infrastructure of recharging 
facilities and the cost of transporting the electricity to the 
vehicle. In Nov. 2012, a Nissan Leaf running 800 km per 
week had an annual bill of $ 600 per year. 

B. Hybrid Electric Vehicales

Vehicles running purely on electricity have inherent and
hard-to-overcome limitations. An electric vehicle would have 
a range much less than a fuel driven vehicle. It would also 
have a very limited top-speed, making it unable to compete 
with other vehicles on the road.  

To get around these problems of electric vehicles, the 
widely popular solution has been to have a car running on 
both electricity and fossil fuel. This is the popular Hybrid 
Electric Vehicle. 

The electric propulsion also achieves better fuel economy, 
and better performance.   

XII. REDUCING CONSUMPTION OF OIL

There is still tremendous potential for further reduction of 
energy consumption. Reduced consumption today will both 
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lower prices in future, and increase availability for future 
generations. 

A. Urban Sprawl and Large Automobiles

Compared to mass-transit such as buses, cars are very
popular, at least in the developed world. Towns and cities, 
especially in the suburbs, tend to be spread out, often making 
one car necessary for every resident. Large SUVs have 
become popular, circumventing the low mileage requirements 
for cars.  

There is widespread consumerism, meaning a lifestyle 
based on the conspicuous purchase and consumption of goods.  

B. Urban sprawl

Urban sprawl is the outwards spreading and development
of a city and its suburbs (Wikipedia, 2011). It is characterized 
by low-density and auto-dependent development on rural land. 
It also has high segregation of uses (e.g. stores and 
residential), and various design features that encourage car 
dependency. Residents of sprawling neighborhoods tend to 
consume more fossil fuel per person. 

Urban sprawl is controversial, with supporters claiming 
that consumers prefer lower density neighbourhoods, with a 
suburban lifestyle with two or more cars. An opposing 
viewpoint is that urban sprawl forces residents to drive to 
conduct daily activities. Whatever the preferences of residents, 
it is clear that urban sprawl, and its car-dependent culture are 
very much unsustainable. 

C. Automobiles and SUVs

For some decades, there have been regulations mandating
better mileage in cars. This has forced manufacturers to move 
towards smaller and lighter cars, with better fuel efficiencies. 
However, larger sports utility vehicles are being built on the 
chassis of trucks, allowing them to avoid the mileage 
requirements of the industry. Over the last few decades, SUVs 
have been very popular among consumers, from their safety in 
collisions.  

Owing to their greater safety in collisions, and the status 
they convey, SUVs have contributed to a "size race" among 
consumers for larger automobiles. Urban sprawl, as practiced 
in much of the world, has contributed to spread out cities, and 
a car-dependent culture. Owing to rising fuel prices, urban 
sprawl is largely unsustainable.  

XIII. ENERGY-SAVING PROGRAMS

Most people would like to see energy conveniently 
available within their lifetimes, if not the lifetimes of their 
children.  

There is great scope of reducing energy consumption by 
individuals. A program to save energy should attempt to 
discourage unsustainable lifestyles and consumerism. The 
essence of saving energy programs is changing consumer 
behavior. Awareness must be created that saving energy will 
prolong availability of fossil fuel, and help keep prices low. 

CONCLUSION 

A close examination of the data shows that there are few 
substitutes for oil in the transportation sector. Electric vehicles 
still have not been able to overcome limitations involving their 
batteries.  

Renewables such as solar and wind can mainly power the 
electric grid, whereas transportation requires oil.  

A major limitation is that underground temperatures can 
become very high, whereas silicon based Integrated Circuits 
are at best rated for 125 °C.  

Unfortunately, most oil fields which could have been 
discovered have already been discovered. And we are now 
going ever deeper underground in our search for oil. The 
powerful technology of fracking is allowing much production 
of oil, which is also contributing to faster depletion.  
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Abstract—This paper examines health and disease based on the 
natural immunity and healing power built into human DNA over 
thousands of generations of evolution. The challenge to our 
evolutionary programming has come from the rapid changes in 
our diet, lifestyle and environment in the last few decades and 
centuries. This evolution of Man is well-documented in the 
literature, and here we focus on the diet, lifestyles, and 
environment, to which his DNA  has adapted.  Our inability to 
fully cope with these changes is a major reason for many of the 
diseases and disorders of the modern age. Once a health issue or 
disease has been diagnosed, dietary problems can be identified and 
rectified. We begin with how Man came into existence in the 
universe.  We know the Universe and Time began with a 
primordial Big Bang 13.8 billion years ago. The Quantum theory 
gives us the fundamental explanation of the creation of atoms and 
molecules, organic compounds, DNA and its replication, crossover 
during Meiosis, etc. Central is the theme that our bodies are made 
of the very product of primordial supernova explosions from 
billions of years ago. Amidst the thick atmosphere and the 
lightning in a new Earth, life started in the sea and its surrounding 
pools. Complex life replicated from one generation to the next with 
DNA. Our DNA that has evolved over thousands of generations, is 
now facing the challenge of adapting to a rapidly changing diet 
and environment. The paper avoids specialized terms, so as to 
reach out to a wide audience.  

Keywords—Relativity, Quantum theory, hominin, man, 
evolution, anthropology environment, diet, lifestyles, genetics genes, 
anatomy Physiology pathogen infection, such as a bacteria, virus, 
prion, fungus.  

I. INTRODUCTION 

The secrets of our health, aging, mortality, and position in 
the universe have eluded us since we became capable of higher 
thought. In the search for good health and a disease-free life, 
Man has explored a wide variety of options over the ages. Our 
great achievement is that we have furthered the understanding 
of the construction and processes of the human body. But the 
construction and functioning of the body has rarely been 
interpreted in the light of evolution.   

A central theme in this paper is that human DNA has been 
generated from thousands or millions of years of programming 
by evolution. The rapid changes in our environment, diet, and 
lifestyle in the last few decades are making it very difficult for 
our DNA to respond appropriately [1]. 

Understanding evolutionary processes may finally yield 
the secret of disease, treatment, and health. This paper 
recommends a natural lifestyle, diet, and environment, so as to 
best suit our DNA, evolved over countless generations. In case 

of disease and disorder, problematic diets, lifestyles, and 
environments can be identified and rectified.  

The approaches in this book are not dramatic new 
discoveries, but an extension of well-established principles of 
physics, chemistry, anthropology, biology and evolution.  

II. PROBLEM STATEMENT, HYPOTHESIS AND 

METHODOLOGY 

We have a good understanding of the human anatomy and 
physiology, and the genome or genetic code of the human body 
has been mapped. The question which have been avoided is 
why is the human body built the way it has been built? How did 
we come into existence? Why did our organs have this 
complexity in construction and functioning? Why do our organs 
function so perfectly with each other, in spite of their extreme 
complexity? Why is man perfectly in tune with his physical, 
chemical and biological surroundings? Why are his 
surrounding plants and animals perfect as his food supply? 

In addition, why is it that the chemical and physical 
constituents of foods available over thousands of years are just 
right for animals including Man? Why is it that deer is just right 
for tigers, fruit is just right for chimpanzees, and mice are just 
right for snakes?   

A. Adaptation to his Environment

Man is well adapted to his physical environment. Why
does his adaptation to gravitational forces allow him to have 
just the right muscle strength to walk and run comfortably? The 
sunlight on the Earth does not cause him blindness or radiation 
sickness as it would in space. The sunlight allows sharp-
featured color vision in the daylight, and is the right source of 
energy for plants which provide him food.   

The atmospheric pressure and combination of oxygen, 
carbon dioxide, nitrogen, etc. are just right for him. Surface 
temperatures of the inhabitable Earth are about right for 
humans, with the right clothes when necessary. 

B. Hypothesis

The hypothesis we seek to explore is that Man's existence,
adaptations, diet, health, etc. can be explained by the Quantum 
theory and Evolution.   

C. Methodology

This paper reviews and examines the prevailing knowledge
and existing data. Our understanding of health and healthy diet 
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must now come from interpretation and reconstruction of 
ecology and evolutionary forces.  

III. RELATED RESEARCH

One of the first to explain human behavior in terms of 
evolution was zoologist Desmond Morris in his books, The 
Naked Ape (1967) and The Human Zoo (1969).  

A. The New Science of Evolutionary Medicine

Only recently proposed, and hardly known is the science
of Evolutionary Medicine, also known as Darwinian medicine 
[2, 3].  

Already, a number of books and journals are dedicated to 
the subject.  The online journal, The Evolution and Medical 
Review highlights new developments, and there are at least two 
peer-reviewed journals, Evolution, Medicine and Public Health 
and Journal of Evolutionary Medicine. Evolutionary Medicine 
programs are in existence in universities, including UCLA, 
Arizona State University, and Durham University, UK.  

There are two centers for research on Cancer from the 
viewpoint on Evolution; The Center of Evolution and Cancer 
at UCSF, and The Darwinian Evolution of Cancer Consortium 
at Montpelier. The organization responsible for Infusing 
Medical Education with Evolutionary Thinking is funded by the 
National Science Foundation.  

IV. THE TWO PILLARS OF PHYSICS

We start our exploration of the universe and the human 
body with the Quantum theory and Relativity, which to this day, 
form the two pillars of physics and our understanding of the 
universe. 

A. Quantum theory

Until the year 1900, the Newtonian laws of Physics were
our best explanation for physics and the universe. In about 
1900, the photoelectric effect was discovered, where a zinc 
plate became charged only by ultraviolet light above a threshold 
frequency [4]. Max Planck offered the only reasonable 
explanation that energy and matter are quantized (and not 
continuous). This gave birth to the Quantum theory, which is 
by far the most researched field of physics today.  

The quantum theory explains the creation of subatomic 
particles, atoms, molecules, proteins, and DNA, the basic 
building blocks of life. The theory is the most fundamental 
explanation for DNA replication in Mitosis, and DNA 
crossovers in Meiosis. By explaining life at the level of DNA, 
the quantum theory ultimately helps explain the creation, 
sustenance and Darwinian evolution of life. 

B. Relativity

In 1906, Albert Einstein provided an explanation for the
constant speed of light in all directions, that was so 
revolutionary it was not accepted by scientists for decades. His 
explanation was the Special theory of Relativity, which was 
later upgraded to the General theory in 1912.   

Relativity is particularly applicable for high velocities and 
large bodies, while the Quantum theory was applicable on the 
microscopic or atomic scale. Relativity and the Quantum theory 
tell us how stars were born, and how the basic elements and the 
Earth were created.   

V. CREATION OF THE UNIVERSE, STARS, AND EARTH

From the observation that the stars are moving away from
the Earth, we know the Universe and Time began with a 
primordial Big Bang 13.8 billion years ago. Engineers Penzias 
and Wilson discovered and explained the Cosmic background 
radiation, which later brought them the Nobel prize. Trying to 
identify noise in telephone lines, they came across a weak 
background radiation from all directions of the sky, which they 
correctly identified to be the flash of the Big Bang itself.  

A. Stars and Stardust

After the Big Bang, the early universe started separating
into non-uniformities of dense areas, which went on to become 
galaxies. Parts of the galaxies coalesced into the first stars, so 
dense that they started nuclear reactions. When the fuel running 
the stars ran out, a gigantic explosion or a supernova occurred, 
sending stardust into outer space, leaving behind a dense 
neutron star or a black hole. This stardust permeates much of 
the galaxies and universe today.  

B. Creation of the Sun and the Earth

Some of the floating stardust coalesced again to create
newer stars and planets. Thus was born our Sun and the solar 
system some 4.5 billion years ago. The nuclei and atoms created 
in primitive stars and supernovas clumped together to become 
the Earth and the other planets. Thus on Earth are found 
Carbon, Oxygen, Nitrogen, and numerous trace elements 
essential for the creation of life.  

TABLE I. RELATIVITY, QUANTUM THEORY, AND EVOLUTION IN THE 
UNIVERSE, STAR AND HEALTH 

Universe Stars Creation 
of Life 
and DNA 

Health and 
Disease 

Relativity Explains Big 
Bang,  
Shape of 
universe, 
and 
cosmology 

Explains 
making 
stars, 
supernova, 
neutron star, 
black hole,  

Very little 
application 

Very little 
application 

Quantum 
Theory 

Explains 
creation of  
matter from 
big bang to 
present 

Explains 
function-ing 
and creation 
of matter in 
a star 

Explains 
creation of 
proteins 
and DNA 

Explains 
proteins, 
DNA and 
disease 

Darwinian 
evolution 

Explains life 
elsewhere in 
universe 

No 
applications, 
as there is no 
life in stars 

Survival of 
best 
adapted 
proteins 
and DNA 

Survival of 
DNA which 
best 
overcomes 
disease 
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VI. CREATION OF LIFE

A. The First Organic Molecules

Life was created about 4 billion years ago, in the primordial
Earth, in the sea and its surrounding pools, amidst the thick 
atmosphere and the lightning. The thick soup of water, 
methane, minerals, sunlight amidst the lightning created the 
first organic molecules including amino acids [5]. 

Modern experiments with electric discharges through a 
simulated primitive atmosphere have yielded various organic 
molecules and amino acids, not unlike the primitive Earth.   

In the primitive Earth, amino acids may have built proteins, 
which was one step closer to our definition of life. Modern 
replicating proteins are Prions, causing diseases like Kuru and 
Mad cow disease.  

B. DNA (Deoxyribonucleic Acid)

A method evolved for transferring the building blocks of
life in the genetic code, which was the predecessor of the DNA. 
The modern equivalent of the first living things is the virus, 
which is simply a DNA core surrounded by a protein shell.  
Today, the DNA is present in almost all living things from 
viruses to humans.  

The molecule of DNA consists of millions or billions of 
atoms in a double-helical spiral with the genetic code embedded 
in its sequence of base pairs adenine-thymine, and guanine-
cytosine. The genetic code contains all the information about 
the animal or plant. With the exception of the sperm and egg, 
all cells of the animal contain the same DNA.   

The fact that there are about three billion base pairs in the 
human DNA indicates the very great complexity that must have 
been possible only over millions of years and generations of 
natural selection.  

DNA helps in protein synthesis, an otherwise very difficult 
task even for modern biochemists. Each gene in the DNA 
makes a single protein. The DNA is coiled around proteins 
called histones, to make up the chromosomes, 46 in number for 
humans. 

Fig. 1. The double helical coil of DNA separating and replicating into new 
identical DNA. 

C. Sexual Reproduction

Sexual reproduction is a major foundation of evolution,
where features of each mate are combined and tested through 
natural selection. The variations and their selective survival 
have led to the incredible complexity and adaptation of living 
things today. It is not surprising that reproduction is one of the 
greatest driving forces in living things today.    

VII. EVOLUTION

With the creation of the earliest living things, came the 
struggle for existence and survival. Those that fared well in the 
environment and inter-specific and intra-specific struggles 
survived better and evolved to the wide variety of species 
around us today.  

There was competition for limited resources such as food 
and space. Animal populations were also kept in check by 
disease, predators, etc. Animals with certain features had better 
odds of survival than others, and the end result was offspring 
with the genetic material best designed for survival. Animals 
became increasingly sophisticated, recording and transmitting 
their full record in their DNA.  

The animals around us today are the best possible that 
could be created from billions of years of complex evolutionary 
survival.  

VIII. THE ARMS RACE BETWEEN SPECIES

Survival depended on competition, such as with members 
of the same species or with other species. Each species 
continued to develop better defense and offense capabilities. 
Lions, tigers, and wolves ran faster, to keep up with deer and 
zebra which were also running faster. Lions grew bigger in size 
to help keep up with the large numbers of hyenas who competed 
for the same prey.   

But most importantly, germs developed better powers to 
infect, and animals developed better antibodies to germs. The 
arms race for survival is going on all across the animal and plant 
kingdoms to this day.  

A. Symbiosis

Interesting was the teaming up of two (or more) species to
get an advantage over other species. This explains the vast 
majority of beneficial bacteria and viruses in the human skin 
and human gut (intestines). The helping of animals is known as 
symbiosis, and presents a very interesting perspective in man’s 
arms race with germs and with animals.  

IX. EMERGENCE OF HUMANS AND THE CHALLENGE TO OUR

DNA 

Dinosaurs ruled the Earth, until about 64.5 million years 
ago, when they became extinct from a meteor strike. Suddenly 
there were no large herbivores to limit the growth of forests, 
which thrived and became a habitat for monkeys and apes [6,7]. 

About 7-8 years ago, the first hominins started descending 
from the trees, and started destroying the trees in the forests, 
converting them to grasslands, His invention of stone tools and 
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fire only furthered his destruction of the forests, and the 
creation of grasslands. The hominins were now hunter-
gatherers, leading a nomadic life in the plains.  

A. Tools and the Hunter gatherer

For millions of years, with his sticks, stones, bones and
hunting tools, primitive Man got better at hunting prey, and 
meat became before more a part of his diet [8]. With digging 
tools, he was able to forage for roots, not unlike the modern 
carrots, potatoes, etc. The Stone Age lasted some millions of 
years, ending about 4,000 to 10,000 years ago, with the advent 
of the metal-working age. 

B. Arms Race with Predator and Prey

Predator-prey relationships are like arms races, where each
species continues to evolve to become better at preying or 
defending. With his increasing intelligence, primitive man was 
easily able to shift in his favor the arms race with both predator 
and prey.  

Man’s arms race with germs did not yield a clear victor. 
Unlike the fences and weapons which could keep out lions and 
wolves, germs were all-pervading, spreading through the air, 
water and direct contact. This is his Arms Race with germs, 
basically known as an Infection, continuing to this day.  

C. Farmer

A few tens of thousands of years ago, man moved from a
nomadic hunter gatherer to a more settled life as a farmer. He 
grew plants that gave him a regular supply of food. He stored 
grain and other dried food for winter. He was able to gather, 
store, and share the lower level plants sources, like roots 
(potato, carrots). 

D. Farm Animals

His relationship with grazing animals changed from an
arms race where he would purely prey on them, to more of a 
symbiosis, where he would help breed them, dramatically 
increasing their numbers.  

E. Selective Breeding

Selective breeding by man has led to very rapid changes in
species, seldom seen in past millions of years. Farmed plants 
and fruit look nowhere near their ancestors from thousands of 
years ago. Farm animals are both physically and behaviorally 
different from their wild ancestors. This is evidence of the rapid 
changes possible with evolution over just a few generations.  

X. THE NEW CHALLENGES TO OUR DNA

The evolution of animals and humans has occurred over 
countless generations and thousands of years.  But owing to the 
rapid changes in our environment, diet and lifestyles, evolution 
has become much faster in recent years.  

After being programmed over millions of years, the 
challenge to human DNA is to adapt to his changing diet and 
surroundings. Identifying this fundamental problem allows us 
to understand more about health and disease, thus making it 
possible to suggest methods for better health and treatment.  

XI. RAPID CHANGES IN DIET

Of the factors that shape our life today, diet has possibly 
the greatest effect on health and disease.  

For millions of years our ancestors were fruit eaters. For a 
few more million years, they were hunter gatherers. With their 
increasing intelligence and hunting skills, meat became more a 
part of their diet. Later, as farmers they began growing their 
own crops and plants, so that they would have a more reliable 
source of food.   

For our upright-walking ancestors, fire and cooking made 
a major change in his diet [9]. In the last 50 years, the 
popularization of the refrigerator, and industrialized food 
production greatly increased the variety and abundance of foods 
throughout the year. 

The dietary habits of Man have seen dramatic changes in 
the last few decades. Food quantities have increased and 
qualities changed (deteriorated) due to industrial food 
production. These dietary changes cannot be sufficiently dealt 
with by our DNA, as successive generations of humans are not 
getting enough time to adapt.  

Many disorders such as heart disease, diabetes, and 
elevated cholesterol can be traced to unfavorable diet and 
increasing toxins in food [1]. 

Once a health issue or disease has been diagnosed, dietary 
problems can be identified and rectified. Is there too much meat 
and fat in the diet? Are there sufficient healthy fruits and 
vegetables? Many more conclusions can be derived based on 
the reasonings below.   

XII. HERBIVORES, CARNIVORES, AND THE FRUIT-EATERS

Carnivores eat meat whereas herbivores graze on plants
and grasses. Somewhere in between are the omnivores and 
fruit-eaters. Modern omnivores include the primates 
(monkeys), bears, birds, etc.  

A. Diet of Primates

To know man evolutionary adaptations, it is instructive to
study the lifestyles and diets of primates, Primates are mainly 
fruit eaters, eating meat on rare occasions. Baboons are known 
to eat mussels. Chimpanzees are known to hunt and eat the meat 
of monkeys of other species. In some rare cases, they are known 
to hunt and eat human children.  

This diet places primates about halfway between 
herbivores (deer, cows, buffalo) and carnivores (tiger, lion, 
wolf, etc). Primates cannot digest and absorb cellulose like 
herbivores, but both have about 30 feet alimentary canals. The 
alimentary canals of carnivores are much shorter at about 10 
feet, which prevents the putrefaction of the meat.  

B. Fruit Eater

Our tree-dwelling ancestors had a diet mainly of fruit, not
unlike modern primates. As he came down from the trees to 
ground, he ate the edible fruits and plants near the ground. 
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Like today’s chimpanzees and apes, he may have learned 
just learned to hunt perhaps birds or primates of other species. 
As the fruit and food ran out, he moved from area to area.  

C. The Shift to Meat

With his rapidly increasing intelligence and use of tools
and weapons, hunting became easier, and there was more meat 
in the diet. His intelligence was rapidly moving the arms race 
with prey animals in his favor.  

But there were limitations in hunting. The prey animals in 
an area would disappear soon after Man’s arrival. Buffalo and 
bison lived in herds and defended themselves strongly. Deer ran 
away fast. Goats lived on mountain cliffs, too dangerous for 
Man to climb. He led a nomadic existence so as to access new 
hunting and feeding grounds.    

In the last few tens of thousands of years, he domesticated 
and farmed grazing animals such as cows and goats giving 
greater access to meat. Improved refrigeration and 
industrialized farming in the last few decades have dramatically 
increased the meat in his diet.  

Certain types of meat intake were not sustained over the 
ages. Carnivores, such as dogs and cats were higher in the food 
chain, and smaller in number. Sustained eating of dog and cat 
meat was more likely to promote diseases, and is seen in very 
few societies today (Korea, Vietnam, etc.).  

D. Fish

There are a huge variety of fish available to us, compared
to the narrow range of meats of chicken, beef, mutton and pork. 
The variety of fish offers a variety of proteins that our internal 
body chemistry can use for benefit. These may be why fish is 
beneficial for our diet.  

The modern farming of fish may have reduced some of the 
beneficial effects of fish. Farming is easier and more common 
with freshwater fish. As saltwater fish are harder to cultivate, 
the available saltwater fish are mostly wild, and may be better 
for our health. 

E. Challenge to our Evolutionary Programming

The greatest intake in meat happened from
industrialization in the last few decades and centuries. The 
alimentary canal, adapted for fruit for millions of years, was 
suddenly being given increasing amounts of meat. The human 
alimentary canal is about 30 feet, which is closer to fruit eating 
primates (30 ft) than to that of carnivores (10 ft). The dramatic 
increase in meat intake is challenging our existing DNA, and 
may not have given our DNA sufficient time to adapt. 

XIII. THE REFRIGERATOR

The refrigerator was a major step ahead in preservation of 
food, popularized only about half a century ago.  Because of 
widespread refrigeration, the variety, availability, and 
abundance of foods has increased dramatically throughout the 
year even in the less-developed countries.   

Foods can be transported across the world through 
refrigerated cargo ships and trucks. Fruit grown in say 
California or South America are not only exported to the East 
coast, they are exported to much of the world.  

XIV. INCREASED FOOD INTAKE

There has been rapidly increasing availability of food in 
the last few decades, which our bodies may not have coped very 
well with.  

A. Industrialized Food Production

Although farming has been popular for hundreds of
thousands of years, it is only in the last few decades that farming 
has taken a new dimension of industrialization. Plants and 
animals are selectively bred and even genetically modified for 
higher yields. Much research and development is dedicated to 
selective breeding for highest yield.  

B. Body’s inability to Refuse Excess Food

Owing to the limited food available prehistorically, the
body may have had limited ability to refuse, when presented 
with excess food. Rather, the response may have been to eat the 
excess possible for now, in anticipation of shortages tomorrow. 

In the last few decades, man may over-eat today, in 
anticipation for leaner times which never come. Over-eating 
has become the problem, and the rapid increase in food intake 
is likely to be one of the major reasons for health disorders in 
the modern age.  

The widespread obesity today may be due to changes in 
our food and diet in the last few decades.  

Obesity is very rare in animals and in primates (monkeys). 
However, the same wild animals (Gorillas, etc.) in zoos tend to 
become overweight, because of their man-made diets and lack 
of exercise.  

XV. CLASSIFICATION OF FOODS

Foods are classified into proteins, fats, carbohydrates, and 
vitamins. It is said that for good health, foods from each type is 
required for the diet. This is a good beginning point, but deeper 
consideration is required.  

Eskimos survive almost only on meat, as there are few 
green plants to provide vitamins and carbohydrates.  Our diets 
were highly adaptable to the area where man moved to. Those 
living next to the sea adapted to marine fish. Those living next 
to rivers adapted to river fish. 

A. Natural and Refined Sugar

Naturally occurring fruits had various sugars, so it is
unlikely that these naturally occurring sugars are harmful to us. 
Even the juice of the sugar cane, rich in sucrose, should be 
mostly acceptable for the human body.  

The problem arises with cane-juice refined into the 
common crystalline white sugar, which has encroached so 
much into our diets. Such a chemical-intensive refining process 
has only been common only for some decades, which may be 
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insufficient time for our DNA to adapt, or warn us that it is bad 
for our bodies. Our body’s response to excessive intake of this 
sugar may be high blood sugar and diabetes.  

XVI. VITAMINS

For thousands of years, man has been living in proximity 
with and consuming the plant, fruit, fish etc. that are today 
known as the source of vitamins. These food sources has made 
the human body well-adapted to them. These food items have 
helped the human body in various ways, such as promote 
health, strength, well-being and immunity. The absence of these 
food items may bring about deficiency diseases, and these foods 
were said to be the sources of vitamins.  

These contents of foods are less understood, and are 
classified as vitamins A, B, C, D, and E. Oranges are a rich 
source for vitamin C, carrots for vitamin A, etc.  

It was realized early that vitamins need to be classified 
further. B was further classified into Vitamins B1, B2… B12.  

Vitamin deficiencies can be reduced by inclusion of 
missing foods in the diet. In about the 1960s, it was reported 
that large doses of vitamin C were very effective against viral 
diseases. 

A. Isolation of Vitamins

How is the vitamin to be isolated from the food? In the past,
the goal has been to isolate or crystallize a single chemical in 
the quest for the elusive vitamin. From the evolutionary point 
of view, this is not quite right.  

The extraction of the "vitamin” as a chemical is a debatable 
process. It is known today that the very process of extraction of 
the vitamin causes it to change irreversibly, likely causing it to 
lose much of its potency.  

B. Vitamins a Combination of Chemicals

According to all indications a vitamin is not a single
chemical but a complex blend of chemicals, detectable and 
undetectable, known and unknown. Considering that most food 
items are perishable, it is very difficult to isolate a vitamin for 
prolonged storage and dispensation inside a capsule.    

XVII. EVOLUTIONARY FUTURE OF THE HUMAN RACE

Pollution and deterioration of the environment will
continue, leading to survival of new generations of children 
more resistant to toxins in the environment. Humans will 
develop better resistance to the extra UV light penetrating 
through the atmosphere, through the depleting Ozone layer in 
the atmosphere.  

There may be increases in radiation in the atmosphere from 
either wars or fallouts of nuclear reactors. The human races of 
the future must be resistant to these high levels of radiation in 
the environment.  

The frequency of traveling has increased greatly. This 
greater interaction may increase the exposure to pathogens 
(germs). Also, germs may be breeding across different gene 
pools producing ever more virulent strains. The inter-racial 
pairing of humans through inter-continental travel has 
beneficially combined widely differing gene pools, to produce 
new offspring ever-more resistant to disease.  

XVIII. CONCLUSION

The arms race is most important for understanding the 
battle between Man and germs. 

Our genetic make up of DNA has been barely able to keep 
pace with the rapid changes in the environment, diet and 
lifestyle in the last few decades and centuries.  The real 
challenge to health is to recreate the environment that one's 
DNA is prepared for.  

One should try to have a good diet, lifestyle, exercise and 
environment. Once a disorder or disease has manifested itself, 
one should try to identify and rectify the problems in diet, 
lifestyle, and environment. 

REFERENCES 
[1] Shahriar Khan, Health and Disease According to Darwinian Evolution, 

by S. Khan, Aug. 2019. 

[2] W. R. Trevathan, Evolutionary medicine. Annu. Rev. Anthropol., 36, 
pp.139-154, 2007. 

[3] S. C. Stearns. Evolutionary medicine: its scope, interest and potential. 
Proceedings of the Royal Society B: Biological Sciences, 279(1746), 
pp.4305-4321, 2012. 

[4] Shahriar Khan, Semiconductor Devices and Technology, Third Edition, 
ISBN: 978-094-33-5983-4, Dhaka, Bangladesh, June 3, 2018. 

[5] S. Mann, S.. Systems of creation: the emergence of life from nonliving 
matter. Accounts of chemical research, 45(12), pp.2131-2141, 2012. 

[6] S. Khan, "Deforestation Leads to Larger Biomass Generation per year,
Which Supports Population Increase," Gobeshona 4, The Fourth Annual 
Conference, 8-11 Jan, 2018, ICCCAD, Dhaka, Bangladesh. 

[7] S. Khan, "River Deltas like Ganges Delta Started by Deforestation by 
early Hominids," The Gobeshona Annual Conference, Jan 2017, 
ICCCAD, Independent University, Bangladesh. 

[8] H. T. Bunn, et al. "Systematic butchery by Plio/Pleistocene hominids at 
Olduvai Gorge, Tanzania" Current Anthropology (1986): 431-452

[9] Twomey, T. (2013). The Cognitive Implications of Controlled Fire Use
by Early Humans. Cambridge Archaeological Journal, 23(1), 113-128. 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 329



Removing Vegetation to Suppress River Islands in 
River Deltas 

Shahriar Khan  
School of Engineering, Technology and Sciences 

Independent University, Bangladesh 
Dhaka, Bangladesh 
skhan@iub.edu.bd 

Abstract— The Ganges-Brahmaputra delta is the largest in the 
world and makes up most of Bangladesh. For at least half a 
century, the rivers in the delta have become wider and shallower, 
with river islands increasing in numbers and size. River islands 
take up area lost from main river banks, require longer bridges, 
and are less inhabitable and subject to dangerous and rapid 
flooding. The cross-section of rivers (morphology) can be modeled 
as a dynamic equilibrium of the opposing forces of erosion and 
siltation. The width and depth of rivers, speeds of meandering, and 
area of river islands are all manifestations of this equilibrium. The 
unfavorable changes in the river delta can be interpreted as shifts 
in the dynamic equilibriums. The change in the equilibrium is 
identified to be mainly the loss of trees and forests. Trees have been 
recognized for holding together and encouraging sedimentation on 
riverbanks and reducing meandering. From the same 
consideration, reducing vegetation on river islands should 
encourage their erosion and disappearance. In the absence of 
farmer inhabitants, and farmed animals, vegetation tends to grow 
unchecked on river islands. Just as past deforestation on 
riverbanks has led to the emergence of river islands, river islands 
should become suppressed by removing their vegetation. It is 
better to cut trees on river islands than on the mainland. This 
paper is also applicable to other river deltas worldwide, where 
there has been significant deforestation. Specialized terms have 
been avoided, so as to reach a wider audience for this paper.   

Keywords— River, islands Ganges, Brahmaputra, river, delta, 
dynamic equilibrium, sediment, erosion, land, tree, vegetation 

I. INTRODUCTION

The Ganges-Brahmaputra river delta is the largest in the 
world, and making up most of the country of Bangladesh. The 
rivers have been getting wider and shallower over at least the 
last 50-100 years [1,2]. Numerous river islands over large areas 
have emerged, leading to loss of land at the main riverbanks, 
loss of navigability by ships, and requiring longer bridges 
across rivers, such as Jamuna and Padma. It would be of great 
interest to suppress the existence of these river islands.  

A. Problems with River Islands

The area of every emerging river island means an
equivalent area is being lost from the main riverbank. 
Riverbanks are less inhabitable because they require access by 
boat. In case of rising waters and flooding, escape may become  
a case of life-and-death. River islands require longer bridges, as 
evident from the large river islands across the Jamuna and 
Padma rivers (figure below).   

Fig. 1. Dense vegetation on poorly accessible river islands in Bangladesh 
(from dailyasianage.com, March 10, 2019). 

Fig. 2. A river island under the Padma bridge, taken on April 5, 2021. 
Vegetation is shown as green areas. 

The large islands emerging under a bridge increase the 
possibility that one day, part of the river may flow around the 
bridge itself.  

B. Dredging

The dredging of rivers for increasing navigability is largely
futile, as the river networks are too large for dredging to make 
a difference [3,4]. In addition, silt is rapidly redeposited in the 
dredged area. 
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C. Embankments

Embankments on riverbanks temporarily prevent flooding
of populated areas. However, there is greater sedimentation in 
the riverbed, meaning the rivers start flowing higher than the 
populated areas, with increasing threat of flooding from breach 
of embankments [5,6] (as in New Orleans in 2005).  

II. PROBLEM STATEMENT AND HYPOTHESIS

Considering the disadvantages of river islands, what steps 
can be taken to suppress their existence? As dredging and 
embankments on riverbanks are ineffective, what are the 
alternative solutions? 

A. Hypothesis

We build on previous papers that a river and river-delta are
dynamic systems with conflicting continuous processes of 
accretion and erosion. The cross-section of a river at any time 
is a dynamic equilibrium of these conflicting forces. The 
evidence points to deforestation over the decades as the main 
factor which could have caused the changes in the equilibrium. 

Trees and vegetation will hold together a riverbank and 
contribute to the dynamic equilibrium. From similar reasoning, 
removing vegetation will suppress a river island, or even make 
it disappear. Removing vegetation should be accompanied by 
growing more trees on riverbanks. 

B. Methodology

This papers examines the literature and publicly available
data, such as on Google Earth. It tries to correlate vegetation 
with river islands. Based on the data and findings, some 
strategies for removing vegetation have been proposed.  

III. RELATED RESEARCH

The river islands of the delta have been a focus in recent 
years, regarding the lives and hardships of their residents [7,8] 

It is recognized that rivers in the Ganges-Brahmaputra 
delta are getting wider and shallower, but the reasons for the 
changes, let alone the solutions, are not well understood. The 
changes in river cross-section from accretion and erosion have 
for long been studied [9,10,11]. The literature recognizes 
natural and human-induced changes in the changes in river 
deltas (morphology). Earthquakes have been proposed as a 
cause of the changes [12], but this does not explain the 
continued changes in deltas for half a century.  

Past attempts at modeling [13,14] have proven to be 
difficult and inconclusive because of the complexity of the 
system, the large number of parameters, the inherent non-
linearities, and difficulty in assigning numerical values to 
subjective parameters. Modeling of rivers is seen to break down 
after a short time, just like in a chaotic system. 

Trees have been identified as contributing to the 
equilibrium, which appears to have the greatest credibility at 
this time. It has been shown that the dynamic equilibrium of a 
river delta depends largely on its trees, which are a large scale 
barrier to flood waters [15,16]. More trees imply suppressing 

erosion, and holding back of more sediments. Large scale 
deforestation reduces barriers to the flood waters, decreasing 
sediment deposits, causing erosion and loss of land elevation, 
and making rivers wider and shallower. These imply that the 
narrowing and widening of Bangladeshi rivers can be largely 
attributed to deforestation [17].  

The elevation of the delta is found to match rising sea 
levels (4 mm/year), meaning there is still a net gain of land in 
the delta [18,19,20].  

IV. THE GANGES-BRAHMAPUTRA DELTA

As visible in Google Earth, the country and its floodplains 
were formed from sediment carried down from the Himalayas, 
since antiquity [17].  

According to satellite pictures taken in 1985 and 2020-22, 
there has been some increase in the width of the rivers, 
indicating that they have also become shallower.  

Fig. 3. The Ganges-Brahmaputra delta in Dec. 20, 2020, comprising most of 
Bangladesh. The sediment flowing into the sea is clearly visible in the South. 
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Fig. 4. The lower part of the delta (around 2020), where the channels have 
visibly widened over the last 37 years.. 

A. Dynamic River Delta

The delta is clearly very dynamic, where complete islands
have been known to emerge or disappear in a single flooding 
season. Erosion at river banks can erase entire villages 
sometimes in days. During floods, up to 2 feet of silt have been 
deposited in urban areas, far from any river.   

Up to two-thirds of the country can become flooded. Large 
parts of Dhaka were submerged in 1987 and 1988 [21].  

B. River Islands

A number of river islands have been shown. Over 1985 to
2022 (37 years), the areas of river islands have seen to increase, 
with general loss of forestation around the country. This is 
another correlation that deforestation leads to wider and 
shallower rivers with more river islands.   

Fig. 5. The Jamuna river with the Jamuna bridge, showing that most of the 
bridge is over river islands 

Fig. 6. The Padma bridge, which is seen to be mostly over river islands 

Fig. 7. A river island on the Brahmaputra, showing its heavy vegetation.  

Fig. 8. The river islands West of the Hardinge bridge (visible on lower right) 

V. DYNAMIC EQUILIBRIUM

A dynamic equilibrium occurs when two ongoing 
processes in reverse directions create an apparently static 
equilibrium point. The static end point hides the active and 
ongoing forward and reverse processes.  

The evidence points to the river being in a state of dynamic 
equilibrium of the land, river, and sea. The forward process is 
the accretion of sediment, and the reverse process is the erosion 
of sediment. These processes are the most active during the 
flooding season, when most of the country can become flooded.  
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Based on the opposing forces of deposition and erosion, we 
look for manifestations or signs of the equilibrium.  

The elevation of the land relative to the surrounding rivers 
and the sea is a manifestation of the equilibrium. The width and 
depth of rivers are in equilibrium. The speed of meandering of 
rivers are in dynamic equilibrium. These are further described 
below.   

The cross section of rivers, or their width and depth, are 
interpreted here as an equilibrium of the land-river-sea. Erosion 
and accretion are taking place at river banks and river beds. 
These give rise to opposing forces of widening vs. narrowing 
of a river.(figure below). The opposing forces then determine a 
final equilibrium point of width and depth of the river. 

Fig. 9. The conflicting tendencies of accretion and erosion in a river, 
determine a final width and depth 

The numbers and areas of river islands are another 
manifestation of the equilibrium in the opposing forces of 
siltation and erosion. 

A. Deforestation Causing the Shift in Equilibrium

Forests, and trees and vegetation reduce erosion and
encourage accretion, especially during floods. Given the above 
equilibriums of the land, all the evidence points to deforestation 
as the cause of the shift in equilibrium in the last 50 years. 

B. Past and Ongoing Deforestation

There has been widespread deforestation in the
encatchment area of the rivers in the last 100 years, and 
especially in the last few decades. According to one survey, up 
to 10,000 hectares of forest have been lost in Bangladesh per 
year over the period 1976-85. This does not account for the 
trees which are cut in towns, villages and fields.  Only 10% of 
Bangladesh was forest land in 1991, and the area is expected to 
be much lower today.  

Population growth and increasing farm animals are 
primary reasons for the decline of forests and trees and forests.  

VI. REMOVING SHRUBS AND TREES IN RIVER ISLANDS

Vegetation on river islands often grows unchecked, in the
absence of settlers and farmed animals. It is proposed that the 
natural vegetation on river islands be artificially removed. This 
would encourage the disappearance of the river islands, and 
encourage the emergence of more land at the riverbanks. If trees 

must be cut for wood, it is better to cut trees on river islands 
than on the mainland. 

Fig. 10. Removing vegetation from river islands, accompanied by growing 
trees on riverbanks should suppress river islands.  

A. Narrowing and Deepening of Rivers

Even in the absence of river islands, planting trees on
riverbanks should result in a favorable reversal or net siltation 
at the banks, producing narrower and deeper rivers. 

Fig. 11. Planting trees at riverbanks will help recover land from a river 

B. Practical Strategies

Owing to frequent emergence and disappearance of river
islands, ownership and possession of land on river islands is 
often not clearly defined. Possession of the land usually goes to 
those who prevail over others. Settlers can be asked by the 
authorities to remove vegetation on their land, which they may 
be reluctant to do, as the vegetation may be a source of 
livelihood for the occupants. The authorities may try to 
compensate them for their losses, if any. 

It may fall upon the authorities to go from island to island 
removing the vegetation, often over the objections of the 
residents.  

C. River Islands Worldwide

The principles of accretion and erosion (morphology) in
river islands worldwide are similar to that in the Ganges-
Brahmaputra delta. In most deltas there is ongoing significant 
deforestation, which has changed the morphology. Removing 
vegetation on river islands accompanied by growing trees on 
the mainland, should tend to suppress river islands, in favor of 
emergence of land in the riverbanks.  
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Fig. 12. The Mississippi river delta and islands are seen to have dense 
vegetation, which can be removed for suppressing the river islands, in favor of 
emerging land on the mainland (picture from NASA JPL) 

CONCLUSION 

River islands make river deltas less navigable for ships, 
and loss of equivalent areas from the main riverbank. The 
islands are less inhabitable, requiring boats for access, and 
urgent means of escape in case of floods. The islands increase 
the required size of a bridge, such as over the rivers Padma and 
Jamuna.  

It is clear that meandering and creation of river islands 
cannot be stopped altogether. Rather, we must look for means 
for slowing the meandering and emergence of river islands. The 
evidence converges towards the dynamic equilibrium of 
sedimentation and erosion, visible in the land elevation, the 
width and depth of rivers, the rate of meandering, and the 
numbers and areas of rivers.

Decades-long deterioration in river cross sections clearly 
point to a shift in the equilibrium of the opposing forces of 
erosion and siltation. This implies widening and shallowing of 
rivers, increased rates of river meandering, and increased 
numbers and areas of river islands.  All the evidence points to 
deforestation as the greatest cause of the unfavorable shift in 
the equilibrium.   

According to this reasoning, vegetation on river islands 
should be removed, accompanied by planting trees on 
riverbanks, both of which will encourage suppression of islands 
and emergence of land at riverbanks.  

Trees and shrubs grow unchecked on river islands because 
of their inaccessibility to humans and domestic animals. If trees 
must be cut for wood, they should be cut on islands and not in 
the mainland 
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Abstract—The ancient structures of Angkor Wat, the 
Pyramids, Machu Pichu etc. have great historic value, but they are 
now in various stages of disintegration. This paper draws attention 
to the longtime problem of reconstructing fallen structures. The 
fallen stone blocks are either lying uselessly nearby, being taken 
away by outsiders, or being reassembled very differently from the 
original. Reconstruction of the original will have the greatest 
historical and psychological value only if they closely approach the 
original. Often the original structures cannot be figured out from 
the fallen stones. Some possible methods of computer aided 
reconstruction have been proposed. For the hundreds of broken 
Buddhas in Thailand, 3-D analysis can match them with the 
separated heads. Existing ancient structures can be scanned 
externally, and learned by AI and Machine learning for evaluating 
fallen blocks to find the best fit for reconstructing the original.  
While this has been written from the experience of the author at 
Angkor Wat and Thailand, it is largely applicable to other ancient 
constructions such as the pyramids, Machu Pichu, etc. 

Keywords—Smart, AI, Angkor Wat, Computer, Reconstruction, 
Reassembly, Pyramids, Machu Pichu.  

I. INTRODUCTION

AI and Smart technologies have led to new capabilities such 
as seen in today's AI, ChatGPT, Machine Learning, Deep 
learning, etc [1,2]. These are now using 3-D analysis to create 
realistic pictures of people who do not exist, and videos of events 
which never happened. This raises the question of using AI and 
Smart technologies for the important issue of 3-D reconstruction 
of ancient structures now in various stages of disintegration.  

The ancient structures of Angkor Wat, the Pyramids, Machu 
Pichu, etc. have great historic, and psychological value to our 
modern civilization. It is a great loss that these world heritages 
are becoming lost from disintegration, and inability to 
reconstruct the original from the fallen stones.  

Much of these ancient constructions have fallen or are falling 
to the ground. The fallen stones are either lying uselessly nearby, 
or being taken away by outsiders, or are being randomly 
reassembled with the stone blocks, with many added modern 
blocks. These and added concrete supports have detracted from 
the historical value of the ancient originals. The original 
assembly of the stones is not known and too difficult to be 
figured out at present. Capabilities of AI and Smart technologies 

II. PROBLEM STATEMENT, METHODOLOGY AND

RELATED RESEARCH 

Today's capabilities include the ability to deal with three-
dimensional shapes with AI and Machine Learning. The 
question arises as these technologies can be used for 
reconstruction of ancient structures from the 3-D structures of 
fallen stones.  

A. Methodology

Given the objective of reconstruction, we start by surveying
the fallen stone blocks at Angkor Wat and Thailand, and 
exploring how the new technologies can be used for our purpose. 

B. Related Research

For long, the cultural significance of Angkor Wat has been a
focus of the literature and international attention [3,4,5]. 
Restoration has gained international attention for many decades 
[6,7,8,9]. Only over about the last two decades, have computers 
been incorporated into the reconstruction [10,11,12,13]. 

The much older pyramids have also been the focus of the 
literature. Very little literature exists on the reconstruction of the 
broken Buddhas of Ayutthaya, Thailand.  

III. WELL-FITTING STONES

The ancient constructions in question are made of well-
fitting stones held together with some weak mortar, well before 
modern concrete and steel came into existence. The 
effectiveness of the best constructions are illustrated in the still-
operational Kampong Kdei Bridge from 1186 AD, which has 
withstood the worst floods of 800 years (figure below).  

These constructions can be scanned, so that their 3-D 
construction can be learned by AI and Machine learning, for 
help in the rebuilding of ancient structures from fallen stones.  
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Fig. 1. The well-fitting stones of the still-operational Kampong Kdei 
Bridge in Cambodia from 1186 AD, that has withstood the worst floods in the 
last 800 years. The visible structure can be scanned and learned by AI and 
Machine learning.  

IV. OBJECTIVES OF RECONSTRUCTION

The desirable outcome of reconstruction is to reassemble 
the fallen stone blocks to their original form, with the least 
added modern stone blocks, and modern support of steel and 
concrete.  

The historical and sentimental value of reconstruction 
decreases with the following: 

 New modern stones are added in the reconstruction.

 Steel and/or concrete are added to hold together the
reconstruction

 The stones are reassembled differently than the original
from centuries ago.

At Sambor Prei Kum (6th to 9th century) in the figure below 
in Cambodia, the growth of vegetation over the structure is 
penetrating the building and accelerate its disintegration. Also, 
the entrance has a visible modern concrete beam and two 
concrete pillars, which detract from the historical value of the 
temple.  

Fig. 2. These structures at Sambor Prei Kuk  dating around the seventh century 
have been supported with supporting beam and concrete pillars (author standing 
at entrance)  

The planned cutting and fitting of the stones by ancient 
workmen are visible in the 1300 year structure at Sambor Prei 
Kuk (figure below)  . 
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Fig. 3. The well-planned cutting and fitting of stones by ancient workmen 
are evident at a consstruction at Sambor Prei Kuk  (6th to 9th century). The 
visible blocks can be scanned and input for learning by AI and Machine 
learning.  

V. BROKEN BUDDHAS IN THAILAND

At Ayutthaya in Thailand, there are hundreds of broken 
statues of Buddha dating back to 14th to 17th centuries. During 
the Burmese invasion of 1767, most Buddha statues had their 
heads broken off (figures below).  

Fig. 4. The hundreds of broken Buddhas at Ayutthaya (all pictures by author).  

Fig. 5. M broken Buddhas at Ayutthaya (all pictures by author).  

Fig. 6. Parts of the Angkor Wat remaining mostly in good condition.  

Fig. 7. The broken head of Buddha is seen in the center of the roots in this 
famous picture 

Of the about a hundred statues, and a fewer number of 
broken Buddha heads, almost none have been re-attached with 
each other.   Owing to the hundreds of broken statues, the 
difficulty lies in matching the broken heads to the rest of the 
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statue. This would be much easier if there are 3-D maps of the 
broken heads and statues. Rather than try to physically match 
each head with the body, the matching can be done by computer 
and 3-D software.  

Fig. 8. The matching of the broken pieces of Buddha can be done by computer  
3-D maps. 

VI. THE ANGKOR WAT COMPLEX

.Located in today's Cambodia, the Angkor Wat is a cultural 
wonder of the world, and appears in the country's flag. The 
hundreds of buildings of the Angkor Wat complex were created 
around 1113–c. 1150, and represents the high point of Khmer 
architecture. In 1177, the Cham people of Vietnam sacked 
Angkor, replacing much of the Hindu art with Buddhist art. 
Angkor was mostly lost until it was “rediscovered” after the 
French colonial regime was established in 1863. 

Restoration programs were undertaken in the 20th century, 
but were suspended in the 1970s amidst political unrest. 
Extensive restoration resumed in the mid-1980s, with sections 
being dismantled and rebuilt. In 1992 the Angkor complex, 
which included Angkor Wat, was designated a World Heritage 
site by UNESCO. 

Fig. 9. Much of the Angkor Wat is in good condition, a testament to the 
good construction and fitting of stones (pictures by author).  

Fig. 10. The fitted stones are visible in the high structures of the Angkor 
Wat, which have withstood the stresses of time. The structures can be scanned 
and learned by AI.  

Fig. 11. In this view from near the top of Angkor Wat, the fallen stones are 
just visible on the right.  

Finding fit between 
head and body
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Fig. 12. The well-planned cutting and fitting of stones by ancient workmen 
in the Angkor Wat, that has allowed its standing for 900 years.  

Fig. 13. The fallen stones at Angkor Wat are yet to be reassembled.  

Fig. 14. The original structure at the Bayon temple cannot be determined 
from the fallen stones. The fallen component stones can be recorded in 3-D and 
reassembled by AI and smart methods. 

Fig. 15. The original structure cannot be determined from these fallen stones.  

Fig. 16. More fallen stones at the Bayon temple, that cannot be reassembled 
into the original. 
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Fig. 17. Reconstructed parts of the Angkor Wat complex.  

A. Redistributed Stone Blocks Supported with Concrete

In the following reconstruction at the Bayon temple of the
Angkor Wat complex, the building blocks were completely 
moved around, as the original placement of the stones was hard 
to figure out. Concrete beams and pillars were added, which all 
detracted from the historical and psychological value of the 
original.  

Fig. 18.  In this picture at the site, reconstruction of the Bayon temple was 
attempted with supporting concrete, and the building blocks were completely 
moved around.  

Fig. 19. The reconstructed structure from figure 19, with stones randomly 
placed, with modern added stones, and supporting modern beams and pillars.  

VII. PROPOSED METHODOLOGY

For computer-guided re-assembly of the building stones, 
there should be an input of the complete three dimensional build 
of each stone. Modern technology allows input of the 3-D 
structure from taking still pictures, just as a cricket ball can be 
tracked in 3-D during matches.  

3-D software can move around the pieces, for the best 
possible match (figure below).  

 

Fig. 20. The primary task is to have a complete 3 D map of the fallen stones 
and analyze permutations and combinations so as to find the best fit between 
them. 

AI and smart technologies can do permutations and 
combinations of the stones, in order to find the best possible fit. 

A. Capabilities of AI and Smart technologies

Artificial Intelligence and machine learning are based on
learning from existing structures, and using it to solve problems. 
In case of ancient constructions, there is scope of learning from 
the outer visible areas of the constructions, then using what has 
been learnt to best reassemble the fallen constructions.  

Fitting 
surfaces

Fitting 
surfaces
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Fig. 21. From the 3-D structure of the fallen stones, the original structure can 
be reconstructed from smart analysis of permutations and combinations.  

VIII. THE PYRAMIDS, MACHU PICHU, ETC.

The pyramid were originally surrounded by casing stones, 
which were mostly lost over time. Many of these stones are 
today lying near the base of the pyramids.  

This raises the question of reassembling the casing stones on 
the pyramid. Once again, the matching of the fallen rocks with 
their original place on the pyramid may be done with 3-D 
softwares, AI and smart technologies. 

The historic ruins of Machu Pichu, built in the 14th and 15th 
centuries, were re-discovered only in 1914.  By 1976, 30 % of 
Machu Pichu had been restored. There is still much room for 
computer-aided reconstruction of fallen stone blocks at Machu 
Pichu.  

CONCLUSIONS 

It is a great loss that world heritages are becoming lost 
rapidly from disintegration, stones being taken away, and 
reconstruction very different from the original. Scanning the 3-
D build of each of the fallen stones, followed by smart and AI 
driven reconstruction, may have much prospect in rebuilding the 
original construction from centuries ago.  
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Abstract—Selective and competitive forces of survival over the 
years, produce new generations of humans resistant to viruses and 
disease. But there are similar and parallel evolutionary forces 
governing the survival and propagation of viruses and germs in 
their human hosts. Viruses take shelter, but very little food, while 
propagating among their human hosts. It is in the interest of the 
nutrition and survival of pathogenic viruses from decades and 
centuries ago to have become less harmful to their human hosts. 
Similarly, the Covid virus is likely to be evolving to become less 
harmful over the months and years. Less harmful strains of the 
Corona virus are replacing the more harmful strains. The past 
global policy of containing the spread of Covid by quarantines, 
lockdowns, and limiting travel has quite appropriately given time 
to the virus to become less harmful. With the virus now running 
its fourth year, Covid should be evolving to co-exist with humans.  
The rates of infections diseases in hospital workers are no higher 
than the general population. Residents of colder countries become 
infected frequently when traveling to warm humid countries. 
These are evidence that everyday exposure to less harmful germs 
produces immunity, or acts as a "vaccine" in hospital workers and 
residents of warm humid countries. Residents of warm and humid 
countries may have higher immunity and are likely to have lower 
infectious rates for the virus. One "vaccine" for Covid may lie in 
the form of our everyday contact with less harmful viruses, such 
as with unwashed hands, unmasked faces, and social proximity. 

Keywords—Covid, Corona, virus, immunity, evolution, 
exposure, human, germ, bacteria, infection, Herpes. 

I. INTRODUCTION

The Covid pandemic had caught mankind by surprise, and 
only after three years, has diminished in harmfulness. Quite 
appropriately, the official reaction had been to arrest the spread 
of the virus by quarantines, lockdowns, and reducing local and 
international travel. But new strains and variants continue to 
emerge, with fears that new and harmful variants are just around 
the corner.  

Such pandemics are nothing new in human history [1]. A 
plague believed to be of Smallpox or the Measles virus killed 5 
million at 165-180 A.D, The (bacterial) Black Death killed 200 
million over 1347-1351. The Spanish flu virus, originating in 
pigs, killed 40-50 million over 1918-1919. Today, new strains 
of these viruses (and bacteria) are mostly coexisting with 
humans with low fatalities. After killing millions and decimating 
European population, today these diseases are co existing in 
their human hosts.   

Questions arise, such as why these pandemics were self-
limiting, and why even worse pandemics never emerged. Have 
the beneficial bacteria and virus coexisting inside the human 
body today evolved from the pathogenic forms from decades 
and centuries ago?  

It can only help to gain a further perspective on Covid from 
human history and selective evolution. A major question is how 
will the virus evolve over the coming months and years. 

II. PROBLEM STATEMENT, HYPOTHESIS, METHODOLOGY

It can only help to gain further perspective on the Corona
virus from human history and selective evolution. What has 
happened to the once deadly viruses of pandemics like the 
Spanish flu? Why is it that the vast majority of germs such as 
viruses, bacteria, etc., coexisting with humans are actually 
beneficial to humans? A major question is how will the virus 
evolve over coming months and years.  

A. Hypothesis

The main hypothesis is that according to the forces of
evolutionary biology, the virus will evolve to become milder in 
the coming months and years. In addition, our everyday 
exposure to common viruses is likely to build better immunity 
to Covid.   

B. Methodology

This paper chooses the approach of reviewing the large
amount of public data available today on the virus. The 
methodology is to review the news and public data in the light 
of evolutionary biology, so as to identify paths to finding the 
general direction of the disease, and improve our immunity to it.  

III. OUR COEXISTENCE WITH THE VIRUS 

Of the six billion base pairs that make up human DNA, it is said 
that 12 % originated in viruses; meaning that viruses have greatly 
contributed to human DNA.   

A. Viruses Evolve to Benefit their Human Hosts

We are familiar with evolutionary forces in humans, creating
new generations of disease-resistant children and grandchildren. 
The children of 200 years ago were mostly immune to the 
Bubonic Plague, and the children of 90 years ago were mostly 
immune to the Spanish Flu.   

But there are similar and parallel evolutionary forces among 
viruses, for survival and propagation in their animal hosts [2]. In 
other words, viruses are not remaining the same over the weeks, 
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months and years as they propagate among humans. New 
generations of viruses are created in their short life cycles of 
minutes and hours. Over the days, weeks and months, the 
changes add up, creating new strains of viruses in different 
geographic regions. This is supported by the reports that there 
exist numerous strains of Covid according to geographic 
regions.  

Viruses can't exist by themselves, but depend on humans (or 
another living host) for existence and replication.  A virus (or 
bacteria or germ) will consume a minute quantity (much less 
than 0.01 %) of the food consumed by a human. In the long run, 
it is not in the evolutionary interest of most viruses and germs to 
kill or even harm the very host (humans) which gives them food 
and shelter, and allows them to propagate to other hosts. Killing 
their human host would only result in burial (or incineration) of 
the body, greatly limiting the virus's ability to propagate to other 
humans. Impairing the functioning and place-to-place 
movement of their human host would only limit the spread of 
the virus to other humans. Making the human sick would impair 
the food-gathering ability of their human host, and limit the food 
supplied to the virus.  

It is the toxins produced by the virus which produce 
symptoms of the disease. The coughing and sneezing human 
response to the virus are mainly intended to propagate the virus 
through droplets in the air. The human body fights against this 
inconvenience by raising its own temperature, with symptom of 
fever, designed to kill the virus unprepared for the high body 
temperature.  Modern medicine interprets a fever or high body 
temperature as a body's inability to regulate its own temperature. 
In reality, the high body temperature is the evolutionary 
defensive response of human DNA to kill viruses (and germs) 
with high temperatures.  

If the human host (or animal host) dies, the virus, designed 
for the living host, will generally not be adaptable to living and 
propagating in a buried, putrefying (rotting) human body. The 
germs for putrefaction (of human body) are completely different 
from pathogenic (disease causing) germs.  

The vast majority of germs (viruses, bacteria, etc.) living in 
humans do not produce symptoms of disease (i.e. are not 
pathogenic); rather the germs will live their entire lives without 
impairing or harming their human host. The question arises 
whether these beneficial viruses were once pathogenic viruses 
decades or centuries ago. What has happened to the flu viruses 
that appeared and disappeared every season for the last one 
hundred years? These are the flu strains for which the annual flu 
shots have been designed. Are some of these flu germs existing 
in our bodies with no symptoms? Are some of these viruses 
having a symbiotic relationship with us, like the Herpes virus is 
today [3] ?  

In reality, there are far more viruses (and germs) beneficial 
rather than harmful (pathogenic) to humans. Rather, viruses 
have evolved to propagate themselves as much as possible while 
helping (not harming) their human hosts. Over many millions of 
years of evolution, virus DNA has contributed greatly to the 
human DNA.  Over countless generations, viruses tend to evolve 
to not be parasitic, rather mutually beneficially or symbiotic with 
humans. The hundreds of beneficial germs in the human gut 
have a symbiotic relation with their human hosts. Non-

symptomatic Herpes virus helps the body protect against Cancer 
cells, and other disease-causing viruses [3].  

So new strains of the Covid virus (and bacteria), should be 
evolving in each generation at this time, to come closer to their 
evolutionary goals of survival and propagation. The more 
harmful strains of Corona virus should be facing an uphill battle 
for survival. With almost two million people affected, the strains 
of virus which kill or limit the mobility of patients to move 
around are propagating less. The strains of Corona virus which 
coexist with humans, allowing their hosts to live healthily and 
move freely are more likely to propagate and thrive among their 
host human population. The new strains of the Corona virus are 
said to becoming milder, with symptoms just lasting for a few 
days, or going completely unrecognized [4] 

So our present policy of  limiting the propagation of the 
Corona virus by quarantines, lockdowns, and stopping travel is 
giving time for the evolution of new generations of less harmful 
(and fatal) strains of viruses. After weeks and months, the 
emerging strains of the Corona virus will be even less harmful 
and fatal. Just as past pandemics, such as the Bubonic plague, 
are coexisting with humans as new less harmful or even 
beneficial strains, the Corona virus should evolve to become less 
harmful after weeks and months of evolving in the human 
population.   

IV. MILD VIRUSES AS VACCINES FOR MORE HARMFUL 

VIRUSES 

The Covid virus can be better understood from the concept 
of Vaccines that milder diseases help produce immunity from 
more serious diseases. In 1796, Edward Jenner discovered that 
an infection by the milder Cowpox virus produces immunity 
from the more deadly Smallpox. This discovery that exposure to 
one virus produces immunity from the harmful virus, creates the 
impression there is a one-to-one correspondence for a vaccine; 
that there is only one mild virus that will create immunity from 
a harmful virus. However, simple intuition tells us there is no 
fundamental reason for a one-to-one correspondence between a 
vaccine virus and a very harmful virus.  

This means that there may be a number of viruses that 
contribute to immunity from the harmful virus. The Cowpox 
virus may have had the strongest, most visible vaccine effect, 
but there must have been a number of other viruses that have a 
weaker effect.    

Doctors, nurses and other hospital workers, are heavily 
exposed to pathogenic viruses from sick patients, but generally 
get sick at rates no higher than the general human population. 
The likely conclusion is that doctors (and hospital workers) have 
a greater immunity built from the greater exposure to germs 
(including viruses). In other words, the everyday exposure to 
infectious germs for hospital workers may be acting as a 
vaccine, preventing sickness from more serious viruses such as 
the Corona virus.  

Long-term residents of cold dry countries frequently fall sick 
with infectious disease when visiting hot, humid countries. 
Yearlong residents of Antarctica become sick with infections 
upon returning to their homes in the US or Europe. Residents of 
Europe and the US become sick with infections when traveling 
to hot and humid countries of Asia and Afrrica. This supports 
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that for long-term residents of hot humid climates, the frequent 
exposure to less harmful germs may be acting as a "vaccine" 
preventing sickness for more serious germs such as the Corona 
virus. The elusive vaccine for the Corona virus may be not a 
genetically modified less harmful virus. Rather the vaccine may 
in the form of our everyday exposure to less harmful germs and 
viruses.  

The past policy of wearing masks, hand washing and social 
distancing were preventing the spread of the Corona virus, but 
may also be reducing widespread exposure to milder viruses, 
which may have produced immunity to Covid.  

Another conclusion is that the Corona virus is less likely to 
show large numbers of cases among the naturally immune 
populations of the warm and humid countries of Asia and Africa. 
Those not taking precautions in the congested slums of 
Bangladesh were less unaffected, while the rich and educated 
wearing masks and following social distancing were getting 
sick.  This is supported by the statistics of the disease worldwide, 
as of writing this article.  

CONCLUSION 

According to Evolutionary biology, the Covid virus should 
evolve to least harm their human hosts, who provide food, and 
the shelter to propagate to other humans. Of the many evolving 
strains of the Covud, the fatal strains of the virus have suffered 
an evolutionary setback, as their victims are being buried 
underground, ending their propagation to other humans. Making 

the human sick would discourage movement of the human, thus 
limiting the human's ability to infect other humans and gather 
food for the virus.  

The global policy of quarantines and lockdowns had 
appropriately allowed new generations of less harmful virus to 
evolve among infected people, over weeks and months. 
Everyday exposure to less-harmful viruses (such as for hospital 
workers, or for residents of hot humid countries, or city slums) 
may act like a "vaccine" to produce immunity to harmful germs 
like the Covid. The policy of mask-wearing, hand washing and 
social distancing were reducing exposure to the Corona virus, 
but were also reducing exposure to less harmful germs, which 
could have produced immunity among the population. The 
elusive "vaccine" for the Corona virus may be our everyday 
exposure to less harmful germs, otherwise propagated by 
average lapses in hygiene, such as unwashed hands.  
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Abstract— Pneumonia is an illness that causes inflammation 
of one or both the sacs of the lungs in human beings.  Though 
considered a  common illness, an accurate diagnosis of pneumonia 
is still considered a  challenge.  A chest radiograph  (CXR)  is a 
common tool used in this diagnosis.  In a  CXR,  pneumonia is 
manifested as increased opacity.  Deep learning algorithms are 
proving to be an efficient aid in the healthcare segment with their 
ability in image analysis especially when it comes to detecting 
diseases or abnormalities from   X-ray images.  The objective of 
this research is to evaluate the appropriate combination of 
backbone models like MobileNet, ResNet-101, etc. with a choice 
of other learning parameters. The Tensor Flow Object Detection 
API supports numerous SSD model implementations based on the 
MobileNetV2 and Inception architectures.  To fine-tune the 
network to detect spatial features of pneumonia,  the steps were 
increased, and it showed corresponding improvement in 
performance metrics.  The results revealed that  SSD MobileNet 
V2 provides the best results. In healthcare, it is important to take 
a glass-box approach to explain the rationale behind a machine 
learning model’s decision output.   We use the SHAP  algorithm 
to explore possible reasons behind our model classifying a  given 
x-ray as pneumonia positive.  With color coding of the pixels
responsible for the x-ray classification as pneumonia positive or
negative,  we can not only aid the radiologist with classification
and pneumonia detection but also provide justification behind
each classification and thus helping in enhancing the confidence
of healthcare experts in AI tools.

Index   Terms—Pneumonia  detection,   Explainable   AI,  SSD, 
SHAP, Segmentation,  Object  Detection 

I. INTRODUCTION

  During the covid times, people all over the world felt the acute 

shortage  of expert radiologists  who can read a CXR and provide 

expert inputs on the presence of Pneumonia. This problem was 

accentuated by the fact that the sheer increase in the CXRs  taken 

during  Covid times left the qualified radiologists  with less 30 

seconds  to examine  an image and provide  readings.  It is in this 

context, latest developments in deep learning  extends  its arm with 

the promises of help- ing the radiologists  with well arrived 

suggestions  on the location of pneumonia,  if present,  in a chest 

x-ray. Trained physicians visually examine medical photographs

and report their conclusions about the location, intensity, existence,

or absence of symptoms visible in the image. Such evaluations are

often subjective and dependent on education and experience.  Artificial

intelligence systems, on the other hand, excel at recognising

complicated patterns in these photos and providing a quantitative

assessment in an automatic manner. Deep learning approaches have

been found in studies to be on par with radiologists' performance in

both detection (1) and segmentation (2).

There are multiple  object detection  algorithms  available today to 

help solve these problems faced by radiologists. The focus of this 

research will be on using Single Shot Detector (SSD) object 

detector  model  on chest x-rays for faster and accurate  detection 

of pneumonia.  Time is of essence for a radiologist in reading 

and interpreting  a medical  image due to the volume  to be handled 

in any given  workday. For this reason, SSD for its performance 

reasons and its effectiveness in terms of accuracy,  is chosen  for 

our research.  There are various  parameters like learning rate, 

backbone etc. that can be fine-tuned to enhance the performance 

and accuracy of SSD in performing this job. This research will 

experiment with such parameter configurations to report on its 

influence on SSD like models in pneumonia detection in x-ray 

images. 

In healthcare, explainability of the model decision is impor- tant 

for a radiologist to justify classification of a x-ray image as 

pneumonia positive or negative. Our research uses SHAP 

algorithm to explore explainability of such model decisions. 
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II. RELATED WORKS - LITERATURE SURVEY

In recent years, deep learning  that learns from raw data using 

its neural network layers has achieved remarkable suc- cess in 

object classification  and detection.  Hence medical AI has been 

able to make considerable  strides in helping physicians in 

healthcare specialities like radiology, pathology, gastroenterology  and 

ophthalmology  that rely heavily on im- age interpretation. AI 

systems have made significant advances in accuracy for 

radiological activities such as mammography interpretation (3) 

(4), lung cancer screening (5), assisting not only in diagnosis 

but also in risk prediction and treatment (6). Roth et al. 

demonstrated the capability of deep convolutional networks 

(CNN) to locate lymph nodes (7). Shin et al. (8) created  

various  CNN architectures for lung disease categorization and 

reached 85% sensitivity.  For prediction and classification 

tasks, a large labelled dataset is essential [20]. In addition to a 

big dataset, it is critical to properly recognise each object in the 

image and precisely segment each occurrence. As a result, a 

distinct method to instance segmentation and object 

recognition is required. F-RCNN (9) and Mask R-CNN (10) are 

two examples of such powerful algorithms. 

A. Object Recognition

Image categorization is the process of labelling an image. Drawing

bounding boxes around one or more items in an image is referred to as 

object localisation. Object detection combines these two tasks by 

drawing a bounding box around each object in the image and labelling 

it. These problems/tasks are together referred to as object recognition. 

To detect objects, just drag a "window" over the image and classify 

whether the cropped part of the image within the window belongs to 

the specified class. R-CNN family methods have a two-step strategy, 

first identifying the regions where objects are predicted to be detected, 

and then utilising convolution neural networks to detect objects solely 

in those regions. Algorithms like as YOLO (You Only Look 

Once) and SSD Single Shot Detection, on the other hand, use a 

fully convolutional technique to detect all objects in an image 

in a single pass using CNN. Although region proposal 

algorithms are more accurate, one shot techniques are more 

efficient and yield decent accuracy. 

B. R-CNN Model Family

The R-CNN method family is named after the "Region-

based Convolutional Neural Network" model developed by 

Ross Girshick et al. (10).  This covers approaches such as R- 

CNN, Fast R-CNN, and Faster R-CNN, which were developed 

and shown for object localisation and recognition. Fast R-CNN 

was designed as a single model to train and output regions and 

classifications directly, as opposed to the pipeline technique 

used in R-CNN. To improve speed, Faster R-CNN advocated 

lowering the amount of region suggestions by employing a 

concept known as Region Proposal Network. (RPN). The input 

image is initially fed into a deep CNN, such as VGG-16. This 

layer's output is delivered into the Region Proposal Network. 

(RPN).  RPN features pre-defined shapes called anchor-boxes 

that are intended to speed up and improve region proposal. 

RPN generates region suggestions and class predictions for 

each of them. 

C. Single Shot Detector - SSD

The two SSD components are (a) the backbone model and (b) the

SSD head. The backbone model's purpose is to extract features. The 

backbone is typically a network like ResNet from which the final 

fully linked layer (which acts as a classification layer) is omitted. 

SSD divides the image into grid cells using a grid, instead of a 

sliding window that we saw in R-CNN family. It is the 

responsibility of each grid cell to detect objects in that region 

of the image. 

D. Deep Learning for Pneumonia

detection

Application  of  object detection in  medical field is  an 

ongoing  research  area. There are multiple  challenges  when we 

apply object detection for medical images such as CXR 

images- lack of definite  pattern,  imbalance  data, quality  of the 

images etc would impact the accuracy  of diagnosis. Many studies  

using medical  images already  proved  that the basic CNN 

network does a good job in detection of positive classes. 

Darknet-53 provided F1 score 0.95, sensitivity 95%, and 

specificity 95% for COVID-19 class competing with 

Custom CNN and VGG-16, InceptionNet-V3, MobileNet-

V2, ResNet-50 in a study of transfer learning approaches to 

classify COVID-19. The Darknet-53 classifier is already 

included in the Yolo-v3 single-stage object detection 

algorithm. (11). 

E. Explainable

AI

The incapacity of machine learning models to explain 

their judgements and actions to human users limits the 

usefulness of AI systems. Explainable AI seeks to provide a 

set of machine learning approaches that enable human users 

to comprehend, correctly trust, and act on the outputs of 

machine learning models.  It is important  to make deep 

learning model outputs more explainable  as its use in 

mission critical like autonomous vehicles, healthcare 

diagnosis etc. are ever increasing. 

One of the common techniques used for XAI is attributions 

where we assign attributes to each feature to figure out which 

attributes contribute the most to a given prediction. There are 

different  attribution methods like (a) Ablations, (b) Gradient 

based methods,  (c) Score back-propagation  based methods, (d) 

Local surrogate  model based methods  like LIME, and Shapley 

value based methods.  Visual explanation, also known as 

saliency mapping, is the most prevalent type of XAI utilised 

in medical picture analysis.  A saliency map depicts the most 

important aspects of an image for a choice. SHAP computes 

the contribution of each feature to a prediction to explain the 

predicted outcome. 
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III. PROPOSED WORK

A. Materials and Methods Used

The focus of this research  and paper  will be the use of Single

Short Detector (SSD) in providing  a helping  hand to the radiologist 

by quickly and accurately  locating pneumonia in a given chest x-

ray image. We have also leveraged  XAI algorithms like SHAP to 

produce explainability for the model to classify an image as 

pneumonia positive or negative. The proposed solution  will leverage  

Tensorflow  object detection API version 2.0 for the experiments. 

The API configurations can be tweaked  for various  parameters  like 

learning  rates, backbone etc. to measure and report the performance 

of the respective model. Chest x-ray images from RSNA databases 

will be leveraged for this study. These are annotated images in  

Fig. 1.  Process Overview - Tensorflow OD API 

Dicom  format with bounding box coordinate details provided in 

CSV format. The simple  dataflow diagram above depicts the data 

preparation activity  for this research. The study will leverage 

transfer  learning  using pre-trained models.  For the various 

performance parameter settings, different accuracy and inference 

metrics  will then be reported  to arrive  at optimal configuration 

setting for SSD in detecting pneumonia in chest x-rays. 

IV. IMPLEMENTATION

A. Dataset, data collection data pre-processing

The quality and availability of the data is a main decisive factor

for the performance  of  the models. Most common problems  are 

data imbalance,  data availability,  poor quality of data, problem  of 

annotations,  model incompatibility  for different  features with 

different  classes from same dataset and training  difficulties.   In 

this study, chest x-ray images of  pneumonia  positive and 

negative   patients  prepared  and annotated  by expert radiologists  of 

Radiological  Society of North America  (RSNA) is used. In order 

to implement SSD, we leveraged  the ground  truth  images provided 

by RSNA. For the purpose  of research,  these DICOM format 

images were converted to png format.  The sample sizes for test 

and train set of images were also varied to assess its impact on 

the outcome.  As expected,  the smaller  sample  sizes though did not 

generate metrices of commendable performance, they exposed  the 

need for better computing infrastructure needs. Hence  further tests 

were conducted using Google  Colab Pro version  that leverages 

GPU and higher memory.  Based on the varying sample sizes, 

appropriate annotation records were extracted from the RSNA 

database and fed into TFRecord.py routine  to generate 

TFRecords.  These are specific binarized data formats expected 

by Tensorflow API library. 

B. Object Detection using
SSD

The TensorFlow Object Detection API implements several 

meta-architectures to enable the development of detection-models 

for various object identification approaches. (i.e., SSD, CenterNet, 

RCNN, etc.). Meta-architectures give a standardised technique for 

creating valid DetectionModels for each object detection 

methodology. In our experiments, we used various object detection 

techniques. The accessible SSD backbones in TensorFlow model 

zoo influenced the selection of pre-trained deep learning models.. 

We decided  to pick ResNet 101 and MobileNet  pre-trained heads. 

They have been trained on large datasets like ImageNet  and 

COCO, so we get to leverage  its capability  via transfer 

learning.  To automatically generate prediction and post 

processing layers, we leverage the object detection API's 

model configuration file. The setup includes parameter 

settings for the anchor generator (for example, aspect ratios 

and scales of the default bounding boxes), box predictors 

(for example, convolution layer hyper parameters), and post 

processing (for example, iou and score thresholds).  SSD 

feature maps, on the other hand, are produced using pre-built 

feature extractor models. A suitable feature extractor model 

can be selected from the configuration file's pre-constructed 

models. However, before modifying the configuration file, 

we must first understand the mappings from model names to 

their pre-defined structures. This mapping is available in the 

model builder.py file.  All the above models  were trained 

on Google Colab Pro – Tesla T4 /    P100 GPUs, 32 GB 

RAM with Tensorflow backend. Tensorflow, an open-

source library, was used to train the models. The Tensorflow 

model zoo was used to obtain the object detection models. 

We trained our models for up to 25,000 steps in order to 

monitor all of the changes that could arise during the training 

process. The mean average precision (mAP@0.5) is used as 

an evaluation metric to measure how effectively the object 

detection works. The terms precision and recall were used to 

demonstrate how well the algorithm detects the presence of 

pneumonia in an image. 

C. Explainable AI using

SHAP

The steps that we followed for using SHAP for explainable AI 

are (a) Train a CNN model on the RSNA dataset,  (b) 

Compute  SHAP values,  and (c) Visual the prediction  result and 

SHAP values. Fig-2 provides an overview of the process of 

running XAI in parallel to the object classification task. 
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Fig. 2.  Process Overview - XAI using SHAP 

D. 

Results 

The models were trained and evaluated using mAP and loss metrics 

to assess the performance of state-of-the-art pre-trained models 

employed in this work for pneumonia identification in chest x-rays. 

Table-2 shows  the various  training  parameters using which the 

experiments  were run and the corresponding model performance 

metrics. SSD MobileNet V2 performs with the best mAP of 23%. 

Since it was observed learning rates peaked early around 10,000 

steps, it had to be lowered. This has helped improve the mAP scores 

and reduce  the loss. The steps were extended to fine-tune the network 

to detect spatial aspects of pneumo- nia, and the performance metrics 

improved as a result. Further  iterations  in the experiments will 

include increasing  the steps with early stopping to observe the 

optimal number of steps needed. 

Fig. 3.  Training parameters and corresponding model performance 

on RSNA dataset 

The algorithms' performance was reviewed and tested using 

the bounding box regression and class score of each x-ray 

picture. Fig-3 shows performance of each of the model in detecting  

pneumonia for varying parameters of the experiment. 

mAP@0.5 was used to compare the anticipated results to the 

ground truth (annotated image). In this study, we discovered 

that MobileNet produces the greatest detection results. 

Because it achieves equivalent performance with a minimal 

number of training images, the transfer learning strategy used 

promises a quick and efficient method for pneumonia 

identification.  

Fig 4 and 5 depicts the varying  accuracy  with number of steps 

with MobileNetV2  as the backbone for the SSD model. 

Fig. 4.  Experiment with ResNet101  - 

2500 steps 

Fig. 5.  Experiment with MobileNetV2  - 

25000 steps 

TensorBoard, c a n  be used to observe the results of the 

training  and the evaluation  stages. We can observe  several 

parameters like training time, total loss, number of steps etc. 

Tensorboard diagrams for classification loss, localization loss, 

and learning rate for SSD-Mobilenet  model are shown in Figs 

6 and 7. 

Fig. 6.  Classification  and Localization  loss - 
MobileNetV2  Experiment 

Fig. 7.  Learning Rate - 

MobileNetV2  Experiment 
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Traditional f e a t u r e  importance  algorithms  tell us which 

features are most important across the entire population. With 

individual-level SHAP values, we can pinpoint the factors that are 

the most impactful for each image. Fig-8 shows the SHAP 

visualization of images considered pneumonia positive  or 

negative  by the model. The red pixels in the figure  repre- 

sent positive SHAP values that contributed to classifying the 

image as pneumonia positive. Similarly, blue pixels represent 

negative SHAP values that contributed to classifying image as 

pneumonia negative. 

Fig. 8.  XAI using 

SHAP 

V. CONCLUSION  AND FUTURE WORK

In this study, we provided a method for detecting pneumonia in 

chest x-rays using state-of-the-art pre-trained deep learning 

models for transfer learning. We achieved reasonable and 

promising mAP results on a limited dataset used for the studies. 

The findings support the conclusion that cutting-edge pre-

trained deep learning models are capable of providing accurate 

 and timely detection with an acceptable level of confidence, 

detection with a reasonable level of confidence with possible 

extensions to deployment on smartphones. The usual COCO metrics, 

mean average precision (mAP@0.5), are used for measuring how 

effectively the object detection performs. The models were trained and 

evaluated using mAP to determine the level of performance of the 

state-of-the-art pre-trained models utilised in this work for pneumonia 

identification in chest x-rays. Figure 3 depicts the results of mAP 

performance across the various models of investigation in this study. 

For one-stage detectors, such as the SSD MobileNetV2 employed in 

this work, we find that it performs better in terms of mAP than 

ResNe101. All models were trained for 25,000 steps to fine-tune the 

network to detect the spatial features of pneumonia, albeit each model 

had its unique degree of obtained optimal performance (lowest loss 

and maximum mAP) at the various steps depicted in Fig-3. Future 

work on this subject could include a two-stage picture detection 

system, with the first step filtering away pneumonia negative cases 

for higher accuracy ratings. 

One important goal of model explanations is to build trust 

between humans and machine learning systems. In our 

experiments u s ing  DEEP SHAP for explaining  the model 

decisions on image classification, we are able to discern the reasons 

via red and blue colored pixels. Future work in this area to include 

object localization u s i n g  other XAI methods can be pursued. 

The quality of prediction is also a candidate for evaluation and 

hence qualifies for future work in the area of XAI and radiology 

images for chest x-rays. 
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Abstract—With increasing competitiveness in the market, 

technological advancement and innovation driven by consumer 

preference and taste have become the key competence for most 

companies. With the advent of technology and social media, 

there has been a surge in the data being generated which is 

being used immensely in every domain to get a better 

understanding, especially at a corporate level for effective 

decision making. This innovative use of data has led to the 

increased demand for professionals who can analyze the data 

thereby help management. To meet this data-driven demand 

has been utilized by many institutes and higher education 

institutes to offer programs in data science. The present study 

is being undertaken with an objective to comprehend the status 

of Data Science related courses in the Indian Education 

System, particularly at postgraduate level in the management 

field.  The study focuses on the top 100 institutes as the sample 

of the study.  

Keywords— Top 100 Institutes, Data Science, Big Data, 

Machine Learning, Artificial Intelligence, Business Analytics 

I. INTRODUCTION

Data science (DS) is a study where principles, methods of 
analysis of data with guidelines are employed to design tools, 
values, or insight [1]. Hence, there is a growing demand for 
professionals with this domain knowledge, and in response 
to this new demand academic institutions are embracing 
courses in the field of Data Science.  

Many institutions in India have adopted courses in the 
field of Data Science, like Business Analytics (BA), 
Artificial Intelligence (AI), Machine Learning, etc. 

Jeff C. Wu coined the term "data science" for the area of 
statistics in 1997 during a lecture at the University of 
Michigan [1]. The emergence of the Internet (during the last 
decade) has led to the generation of massive amounts of 
unstructured data which represents to mines of data and to 
decipher, analyze such enormous data is required by the 
business to help them in gaining insights into customers, 
markets, products, services, etc [2]. 

Businesses nowadays are highly dependent on the 
analysis of big data, to get a better understanding of market 
and customer behavior. A management competence in Data 

Science will drive effective decision-making [3]. Thus, to 
cater to this market opportunity, leading institutions are 
taking up courses in this domain. Taking about the scope and 
opportunities of data science in the context of India, as per 
IBM’s Analytics Department, “In 2020, job openings for 
data scientists and similar advanced analytical roles will 
reach 61,799. This is a significant number, but it represents 
just 2% of the projected demand across all job roles requiring 
data and analytics skill”. This is paired with booming 
demand for the role of an analyst at Start-Ups, with a major 
in the field of Information Technology (IT) [4]. 

Undergraduate (UG) and Postgraduate (PG) level courses 
in data science help in training students to use numbers for 
the benefit of businesses. For the past decade, institutions in 
India are including courses of DS in various disciplines. It is 
important to understand the proportion of DS courses offered 
in institutions, their curriculum, and course structure. Also, 
to what extent it has been currently adopted by academic 
institutions. 

II. REVIEW OF LITERATURE

Data Science and Data Analytics are innovative 
disciplines of recent times that have a wide array of 
applications in the field of marketing, health care, banking, 
Human resources, e-commerce, etc. This is considered to be 
one of the innovative professions which the industry has 
witnessed in past few years. The data scientists require 
knowledge of mathematical and statistics among other 
subjects as data science and its predictive analysis are based 
on mathematical and statistical models [5].  

As the website “Master’s in Data Science” claims that 
expertise in DS is a blend of statistics, computer science [6], 
paired with skills to collect, process, and extract usable 
information. Thus, developing the domain knowledge 
requires skills and knowledge with a consistent investment of 
.time. It becomes easier if the learning begins at an early 
stage. It can pair with core courses or electives, at a later 
stage [7]. Taking into account the Data Science programs in 
the United States, most courses are covered at the basic level, 
but upper-level skills are not addressed sufficiently. There 
are gaps in the elective and core courses offerings, which are 
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thus unable to fulfill all the skill requirements. Some courses 
offer advanced skills, but their electives are lacking in math 
and statistics, as well as communication and visualization 
skills. This is bringing inconsistency in DS programs [3]. 
This gap needs to be addressed with more robust and 
dedicated courses. It can be done by bringing introductory 
courses at the graduate level [8]. 

III. RESEARCH DESIGN

The research aims at understanding the current data 
science education in India at the undergraduate and 
postgraduate levels. The study focuses on the program 
descriptions, curriculum requirements, and DS courses.  

The analysis is done on the data collected from the top 
100 institutes of India as per the “National Institutional 
Ranking Framework” (NIRF) ranking, which is the 
government ranking of educational institutions of India. The 
course details of institutions are collected from their official 
websites. 

IV. RESEARCH OBJECTIVES

1) To find out the institutes which are offering programs

in data science-related streams. 

2) To understand the course structure and curriculum in

the context of Data Science. 

V. SCOPE

The present study is limited to the top 100 institutions of 
India as per the NIRF ranking of the year 2020(source: 
nirfindia.org/2020/OverallRanking.html). The basis for the 
selection of this ranking is because it is done by the 
government of India and is regarded as one of the reputed 
rankings in India. The objective of the research is to 
determine the institutes offering programs in data science, 
followed by examining their curriculum and course structure 
for DS programs. Hence, to investigate the status of data 
science-related courses at the PG level. 

VI. METHOD

The data of the course details of each institute is collected 
from their official websites for the year 2020. Several 
institutions did not provide enough information on the course 
structure on their websites or the web pages are under 
construction; such cases are considered missing values. 

VII. DISCUSSION

The data collected shows that out of the 100 institutes, 52 
institutes are having a dedicated program in various fields of 
data science including business analytics, artificial 
intelligence, machine learning while 48 institutes did not 
have dedicated programs in any domain, as shown in Fig. 1.  

Fig. 1. Number of institutes offering data science programs. 

Fig. 2. Number of institutes offering data science subjects. 

However, some of these institutes had some subjects 
related to DS in the form of core, elective, or otherwise, as 
given in Fig. 2. 

Out of the total of 100 institutes, 52 are having fully 
dedicated degree programs from disciplines of Data Science, 
with 48 at the postgraduate level and 9 at the undergraduate 
level. Most institutes have Master of Business 
Administration (MBA) in Business Analytics, followed by 
Executive-MBA/ Master of Science (MSc) in Business 
Analytics, Master of Technology (MTech) in Data Science, 
and Ph.D. The institutes which are not offering programs in 
data science as of now might be able to offer these programs 
in the near future as various reports point that there is a huge 
gap between the demand and the supply of data scientists. 
This gap can be narrowed only by increasing the supply as 
demand will continue to increase soon. 

Out of the 100 institutes, 8 don’t offer any program or 
subject related to DS while the remaining 92 institutes have 
included subjects of various disciplines of Data Science, in 
their curriculum for post-graduation programs. Few institutes 
have included subjects as electives as well as core also. With 
Quantitative Methods, Management Information Systems 
(MIS), business analytics, Information Systems (IS) being 
the most common courses among institutes, followed by 
Data Analytics. Most of the institutions having core subjects 
(maximum 2-3) in the first year of the program and electives 
in the second year.  

The figures though give a satisfactory number, but as far 
as DS is concerned, a better understanding of the domain 
knowledge is covered in the electives rather than core (which 
majorly covers the basic understanding). The DS program 
offered by institutes only in core subjects mostly cover 
unstructured big data but lack elective coverage (especially 
the visualization skills). 

The root of the DS is made from 3 disciplines: Applied 
Mathematics, Statistics, and Computer Science [3]. It’s also 
been observed that there is a low combination of the 
mentioned disciplines in the curriculum. This can potentially 
bring inconsistency in understanding the domain. There will 
be some of the institutes which will start offering 
undergraduate degrees in data science coupled with 
mathematicize and statistics in the coming times. These 
niche and core skills will prove to be beneficial not only to 
the students who are opting for these programs but also to the 
corporate sector and society at large as they will be able to 
generate value and knowledge for the larger good. 
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Table I shows the top 10 institutes which are offering 
innovative programs in DS. Most of them are proving 
programs in DS both at UG and PG level, including MTech 
and PGD (Post Graduate Diploma). This shows that there is 
a growing demand for innovative programs which is being 
met by offering programs at the UG level in the form of 
BTech and B.D.S (Bachelor in Data Science). 

TABLE I. TOP 10 INSTITUTES OFFERING PROGRAM IN DATA 

SCIENCE 

NO. Name of Institute Course Name 

1 
Indian Institute of Technology Delhi 
(IIT Delhi) 

PGP Executive 

2 
Xavier Labour Relations Institute 

(XLRI), Jamshedpur 

Executive Development 

Programme 

3 SPJIMR, Mumbai 
Bachelors in Data 

Science (BDS) 

4 
ICFAI Foundation for Higher 

Education, Hyderabad 

Bachelor of Technology 

(BTech) (DS & AI) 

5 
Xavier Institute of Management 

(XIMB), Bhubaneswar 
MTech 

6 BML Munjal University, Gurugram 
BTech (Data Science & 

AI) 

7 Amity University, Noida MSc, MTech, PGD 

8 Nirma University, Ahmedabad MTech 

9 
Lovely Professional University, 

Jalandhar 
BTech, MTech 

10 

K. J. Somaiya Institute of 

Management Studies & Research, 

Mumbai 

MBA-Data Science & 
Analytics (MBA-DSA) 

There is another innovative program which is gaining 
popularity viz. Business Analytics. Table II shows the top 10 
institutes offering a program in BA. These programs are 
offered as the specialized program in BA and give the 
student a deep understanding of the subject related to BA and 
help them prepare to take us the analytics role in their career. 

There are advanced programs in Data Science offered by 
IIM-Calcutta, a dedicated research center (Computational 
and Data Science, Artificial Intelligence) at IIT Kharagpur, 
training programs organized by Indian Institute of Foreign 
Trade (IIFT) Delhi, Research Centre for Applied Research in 
Data Science by IIM Tiruchirappalli, and many more. 

Institutes like SVKM and Xavier are offering these 
programs which are for executive MBA. This also highlights 
the importance of these programs for the working 
professional. These executive MBA students are presently 
employed in the corporate sector and they see the need for 
the program based on the industry growth and development 
and to meet the demand the institutes are offering these 
programs for executives. These executive students are more 
focused and pay attention to the curriculum, concepts, and 
theory as they see the practical application of these in their 
day-to-day work. The workforce is not ready in most of the 
countries to take up the jobs which are coming up in the area 
of data science as the demand has increased in recent times. 
It does take time for the academic institutions to create the 
programs and for the students to understated, the industry 
outlook and accordingly apply for those programs. It is 
relatively easy to make an industry-required program and to 
get the students from industry in the form of executive MBA 

as they know the direction in which the industry is moving 
and are ready to subscribe to it. 

The present time has also seen the setting up an exclusive 
department or research centers in the institutes which are 
catering to DS, BA, and other innovative programs. This also 
testifies that the institutes are here geared up to meet the 
demand of the data scientist by offering the programs which 
give the right knowledge to the students. This is given in 
Table III. 

TABLE II. TOP 10 INSTITUTES OFFERING PROGRAM IN BUSINESS 

ANALYTICS 

NO. Name of Institute Course Name 

1 
Indian Institute of Management 

Ahmedabad (IIM Ahmedabad) 

ePost Graduate 
Diploma in Advanced 

Business Analytics 

2 
Indian Institute of Management 
Bangalore (IIM Bangalore) 

MBA 

3 
Indian Institute of Management 

Calcutta (IIM Calcutta) 
PGDBA 

4 
Indian Institute of Technology 
Kharagpur (IIT Kharagpur) 

PGDBA 

5 
Great Lakes Institute of Management, 

Chennai 
MBA 

6 
SVKM`s Narsee Monjee Institute of 

Management Studies, Mumbai 

MBA, Executive 

MBA 

7 
Indian Institute of Technology (Indian 

School of Mines), Dhanbad 
MBA 

8 
Xavier Institute of Management 

(XIMB), Bhubaneswar 
Executive MBA 

9 
Kalinga Institute of Industrial 
Technology, Bhubaneshwar  

MBA 

10 BML Munjal University, Gurugram MBA 

TABLE III. INSTITUTES HAVING RESEARCH DEPARTMENTS FOR 

DISCIPLINES OF DATA SCIENCE 

NO. Name of Institute Name 

1 IIT Kharagpur 

Research Centre for 

Computational and Data Science, 

Artificial Intelligence 

2 IIM Tiruchirappalli 
Research Centre for Applied 

Research in Data Science 

3 IIM Ranchi 
Business Analytics Centre with 

"IBM Business Analytics Lab" 

4 

SVKM`s Narsee Monjee 

Institute of Management 

Studies, Mumbai 

Centre of Excellence in Analytics 
and Data Science 

5 
Nirma University, 

Ahmedabad 

Centre for Excellence in Data 

Science 

6 
S. R. M. Institute of 
Science and Technology, 

Chennai 

Big Data Analytics Research 

Centre (BDARC) 

Apart from that, 28 institutes are actively involved in 
research-oriented Data Science studies, dedicated 
departments, involved in organizing workshops, training 
programs, and certificate courses.  

Many avenues are opening up where data science can be 
applied and used to gain more insight and some of these 
could be sales, health care, employee retention, consumer 
loyalty to name a few. These specialized labs and research 
centers are actively involved in developing and delivering 
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greater insights in some of the thrust areas which is not going 
to help only the consumer but also the companies to deliver 
the right product and service thereby ensuring consumer 
retention.  

VIII. CONCLUSION

The offering of business analytics as a degree program is 
high due to the increasing demand for analytics profiles in 
the banking and marketing sector, as there is a blooming 
opportunity for roles involving data collection, manipulation, 
and visualization, to develop an effective strategy and 
decision making.  

It has also been observed that DS programs are still at a 
nascent stage in the Indian education system with fewer 
institutes offering related courses. There is inconsistency in 
the course structure, arising due to gaps in core and electives. 
Also, modules are not able to deliver an integrated 
knowledge of statistics, computer science and, statistics, 
paired with visualization and analytical skillsets. A possible 
reason behind this is that there is a relatively lower 
proportion of DS courses at the UG level as compared to the 
PG level. This brings discontinuity in understanding the 
subject matter. 

It has been seen that some of the institutes are offering an 
executive program in data science and business analytics. 
These are the people who are working in the industry and 
have a better insight in terms of the future growth of the 
industry. They equip themselves to take up the position by 
acquiring the right knowledge and degree in the area of data 
science. This also helps them in their career growth as many 
companies may open up the managerial and top managerial 
positions only to those who have a post-graduate degree in 
the required field. 

There is also a need to upgrade the courses with 
disciplines that illustrate real-world examples, like advanced 
computing, Machine Learning, and subject-matter-centered 
courses of particular research areas like consumer behavior, 
finance, etc. And to make this process of learning smooth 
there is a need to integrate disciplines of DS at the UG level, 
for better exposure of students to the nuances of data science.  

There is an alternative to this course for the institutes 
which are not able to offer the program in data science. 
These institutes and colleges can start upgrading their 
students by organizing smaller workshops or seminars on 
these topics which will help the students to understand the 
broader perspective and create buy-in from their side. It 
becomes a relatively easier job to organize a workshop and 
seminar instead of having a full-fledged course. 

The offering of the programs also highlights the 
importance of the subject not only from the academic 
perspective but also points at the direction and future of the 
society as companies will hire only those people who are 
having the right skill. It indicates where the industry is 
moving towards. So, one can look at the programs which are 
being offered by the institutes and colleges to gauge the 
development and growth in the industry, however, there 
might be some gaps between these two.  

IX. SCOPE FOR FUTURE RESEARCH

The study has been conducted on the current status DS 
program in the top 100 institutes of India by NIRF. It could 

be extended to other institutes and institutions offering 
degree programs in engineering, programming languages, 
and statistics. The present study is limited to the post-
graduation level, there is scope to extend the analysis 
regarding the depth of data science at graduation and further 
to programming languages at the high school level. A similar 
study can be conducted across the globe to understand the 
degree and programs being offered by the college in other 
countries. Some of the best practices of the college of highly 
ranked can be adopted by the colleges in the counties where 
data science and business analytics have not yet penetrated. 
This will help these countries and colleges to be future-ready 
as technology keeps on moving there will be more demand 
for data scientists who can use the data generated by 
technology and use the same for giving business insights to 
the corporate. 
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Abstract—This paper analyzes the use of digital 

transformation strategies in the Indian banking industry. 

Digital Transformation is about adopting disruptive 

technologies to increase productivity, value creation and social 

welfare. Secondary data related to the Indian banking sector 

were collected from various sources. Digital lending, cost 

reduction, fraud detection, and digital transactions are the 

variables identified for the analysis. During the selected study 

period, it has been noticed that the key indicators of banking 

sectors that lead to digital transformation technologies have 

favorably improved. From the data collected and analyzed, it is 

clear that the adoption of digital transformation in the Indian 

banking industry has focused on enhancing its legacy systems 

to make them compatible with new-age tools. 

Keywords— Digital Transformation, Indian banking 

industry, Digital lending, Fraud detection, Digital transactions. 

I. INTRODUCTION

Digital Transformation is the use of new digital technologies 

that enable significant business improvements and influence 

all facets of customers' lives [1]. Digital Transformation is 

about adopting disruptive technologies to increase 

productivity, value creation, and social welfare [2]. Digital 

transformation is now widely implemented in all sectors 

across the world. It is now rapidly being adopted in the 

banking and finance sector also.  

The Indian banking industry is undergoing a digital 

transformation that goes well beyond simply switching from 

the traditional to the digital environment. Digital 

transformation in banking essentially entails the shift to 

offering online and digital services. Banks are also taking 

advantage of some of the most used tools and technologies 

like Artificial intelligence (AI) and Machine Learning (ML), 

Internet of Things (IoT), Blockchain, Cloud computing and 

Application Programming Interface (API), Big data 

analytics etc. This digital banking transition has helped 

financial services firms to improve efficiency, creating 

growth and convenience with the opportunity to bring more 

potential customers. As a result, the bank achieved 

improvement in security on all levels of data handling, faster 

operation and lower waiting times, better analysis and risk 

management for banking operations, customization, and 

automation of repetitive tasks.  

Digital transformation programs adopted by banks and their 

investments lead to higher digital adoption among 

consumers. The smartphone revolution in India has led to 

large volumes of banking related data being generated and 

shared. Banks and fintech are using the above-mentioned 

digital transformation technologies in the fields of 

payments, clearing & settlement, deposits, lending & capital 

raising, market provisioning, investment management, data 

analytics & risk management. As a part of this, this paper 

describes how the adaptation of digital transformation is 

reflected in the Indian banking sector. 

II. REVIEW OF LITERATURE

A. Overview of Digital Transformation

The concept of digital transformation strategy in banking is 

a dynamic process of how banks and financial institutions 

are analyze, interact, and satisfy their customers by using 

tools and technologies like Artificial intelligence (AI) and 

Machine Learning (ML), Internet of Things (IoT), 

Blockchain, Cloud computing and APIs, Big data analytics 

etc. According to the annual report of the Reserve Bank of 

India 2021-22, banks are using Machine Learning (ML) 

algorithms and Artificial intelligence systems to strengthen 

fraud risk management and information management 

systems to forecast GDP growth and assess macroeconomic 

outlook etc.  

Banks that can capitalize on technologies and are able to 

integrate them will have a competitive advantage. Banks 

need to concentrate on digital transformation to meet 

dynamic customer requirements, eventually leading to a 

higher profit for them [3]. The top three advantages of AI in 

wealth management are efficiency, enhanced client 

experience and better customer insight [4].  

B. Digital Transformation in Indian Banking Industry

The important transformation of the Indian banking industry 

is clearly evident from the changes that happened in the 

financial markets, institutions and products. Digital 

transformation in the Indian banking sector has 

revolutionized day-to-day banking for consumers. The 

government launched its Digital India campaign in 2015 to 

help the country keep up with global competitors. While the 

digital revolution has impacted every industry, the banking 

sector has been at the lead of this transformation. HDFC 

Bank has completed more than half of the digital 

transformation process it had undertaken over two years 

ago. ICICI Bank has been concentrating on digital 

technologies as a part of their digital transformation 
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strategies. SBI has also been actively leveraging artificial 

intelligence's capabilities to transform its banking operations 

digitally. For instance, the bank launched a video Know 

Your Customer-based savings account opening via its 

YONO mobile banking app. 

However, in India, legacy firms like Kotak Mahindra Bank, 

HDFC, and Axis have invested 7% to 9 % of their total 

operating expenses in technological spending. Recently 

Karnataka Bank, Karur Vysya Bank, Federal Bank, Kotak 

Mahindra Bank and HDFC Bank were awarded the 

prestigious National Digital Transformation Awards 

conferred by the Confederation of Indian Industry [CII]. The 

ICICI Bank has won awards for thier retail banking 

initiatives in the 'Digital Transformation of the Year – India' 

by Asian Banking & Finance, a Singapore-based magazine, 

in 2022. State Bank of India is honored to receive the "Best 

BFSI in terms of Implementation of Digital Transformation" 

award at the CSI IT Innovation & Excellence Awards 2018 

in Mumbai. Axis Bank wins Red Hat APAC Innovation 

Award for India for Digital Transformation and Cloud-

Native Development. 

C. Digital Transformation in Digital Lending

Artificial intelligence and machine learning are widely used 

for augmented underwriting, which leverages alternate data 

to score new-to-credit or thin-file customers. The credit 

decision framework takes as a inputs various data sources 

and generates a credit score, enabling automated decisioning 

or providing inputs to relationship managers for real-time 

credit approval decisions [5]. Digital lending automates 

complex processes and reduces manual interferences owing 

to which its demand is increasing [6]. Digital transformation 

is instrumental in helping lenders to determine the 

creditworthiness of clients by examining data from a varied 

range of traditional and non-traditional data sources[12]. 

D. Digital Transformation in Cost Reduction and Profit

Maximization

Several benefits of digital transformation in the banking 

sector have been witnessed, one of which is cost reduction. 

In 2019 HDFC Bank (the largest private and by market 

capitalization) stated that it has been able to acquire 

customers at 10% of the actual cost due to its digital 

transformation. 

AI and other business transformation models provide a 

significant basis for future technological innovation. The 

financial sector will be transformed by AI, offering the 

opportunity for better and more tailor-made services, cost 

reduction, and the development of new business models [7]. 

Banks are mostly exploring AI applications to replace 

costly, laborious and repetitive activities and become more 

efficient. The focus is on operational risk management gains 

like fraud detection or improved KYC and on opportunities 

for cost reduction like chatbots or robo-advisors [8].  

E. Digital Transformation in Fraud Detection

It is widely believed that AI can make accurate predictions 

in employing credit risk models, detect fraud and money 

laundering, reduce cyber-attacks, minimize operating costs 

and thus enhance profitability [9]. During 2021-22, the 

Reserve Bank carried out a study on the implementation of 

the Early Warning System (EWS) framework in select 

Scheduled Commercial Banks (SCBs) in collaboration with 

Reserve Bank Information Technology Private Limited 

(ReBIT). Further, the effectiveness of EWS was assessed in 

select banks using Machine Learning (ML) algorithms. 

F. Digital Transformation in Digital Transactions

Digital Transformation has triggered Indian banks to invest 

heavely in their electronic and digital channels. This digital 

payment growth has been made possible by the technologies 

and policies of the government. These technology enablers 

that are used in digital payments in India at present include 

the Internet, smartphones, Near-field communication (NFC), 

Radio-Frequency Identification (RFID), Application 

Programming Interface (API), Distributed Ledger 

Technology (DLT), QR codes, tokenization, Internet of 

things (IoT), Artificial Intelligence (AI), and Machine 

Learning (ML), cloud and Data Analytics (DA) [10]. The 

main role of Artificial Intelligence (AI) in the world of 

digital payment is significant. This artificial intelligence was 

created with the aim that every task performed by humans 

can be carried out by a robotic system that is able to identify 

an action based on natural language processes, speech 

recognition, sensor systems, computer vision, intelligent 

computers and so on [11].  

Based on this literature review, the authors have identified 

essential areas in the banking sector, which will be analyzed 

in detail with the help of secondary data collected from the 

Reserve Bank of India database.  

III. METHODS

The objectives of the study is to investigate the use of digital 

transformation strategies in the Indian banking industry. The 

secondary data collected from Indian scheduled commercial 

banks for recent years (2016 to 2022) are considered for the 

analysis. Based on the literature review, key areas where 

banks use digital transformations are digital lending, fraud 

detection, cost reduction and profit maximization, digital 

payments etc. The secondary data used for the studies and 

collected from various reports issued by the Reserve Bank 

of India.  

IV. ANALYSIS AND DISCUSSIONS

A. Digital Lending

In recent times, digital lending has become a new normal in 

India. The digital lending market consists of all online 

platforms, which has grown from a volume of 9 billion 

dollars in 2012 to 270 billion dollars in 2022 and is further 

expected to rise. The leading players are private companies, 

Non-Banking Finance Companies and Commercial Banks. 

They connect financial consumers or businesses who seek to 

borrow money by use of an online platform called Digital 

Lending Apps (DLA). RBI working group research shows 

that 600 out of 1100 lending mobile apps currently available 
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are illegal apps. AI is helping alternate lenders determine the 

creditworthiness of clients by analyzing data from a wide 

range of traditional and non-traditional data sources [12]. 

Fig. 1. displays the data published by RBI in the report of 

Recommendations of the Working group on the Digital 

Lending shows that since 2017 onwards, the percentage 

share of digital lending in terms of the total amount 

disbursed and the total number of loans are increasing 

rapidly. The representative data collected from scheduled 

commercial banks also says that total loans disbursed 

through digital channels are rising with an average annual 

growth rate of 131.46 %, which include digital loans. 

Fig. 1. % of total amount and number of loans disbursed 

Source: RBI report of Recommendations of the Working group on the 

Digital Lending 

Table I shows bank sector-wise digital lending data in which 

private sector banks are the dominant player in the digital 

lending ecosystem, with 79.05% in 2020. Also, the share of 

public banks has increased from 0.32 percent in 2017 to 

18.79 percent in 2020, indicating their increasing adoption 

of technological innovations. The foreign bank plays a 

minor role in digital lending loans to borrowers. 

TABLE I.  BANK SECTOR-WISE CLASSIFICATION OF DIGITAL 
LOANS DISBURSED 

Financial Year Public Bank Private Bank Foreign Bank 

2017 0.32% 95.20% 4.38% 

2018 2.61% 96.59% 0.79% 

2019 17.89% 80.51% 1.47% 

2020 18.79% 79.05% 2.01% 

Source: RBI report of Recommendations of the Working group on the 

Digital Lending 

The one of the crucial problems faced by the Reserve Bank 

of India along with increasing digital lending is numerous 

complaints. The complaints received from the public against 

digital lending apps have been significantly increasing, with 

around 2562 complaints received from January 2020 to 

March 2021. The majority of the complaints pertain to 

lending apps promoted by entities not regulated by RBI. As 

a result, On 10th August 2022, RBI (Reserve Bank of India) 

released the Digital Lending Guidelines for different lending 

platforms based on the 'Working Group on Digital Lending' 

recommendations. 

B. Cost to Income Ratio

Digital transformation also tries to reduce the cost. The cost 

to Income ratio compares operating expenses with net 

interest income. This indicates that how the business is 

managing its expenses appropriately to create revenue. 

Therefore, the lower cost-to-income ratio will be preferable. 

For most industry sectors, 50% is the maximum acceptable 

ratio. 

Fig. 2. Cost to Income Ratio of Scheduled Commercial Banks in India. 

Source: RBI Database of Indian Economy 

The above figure shows the cost-to-income ratio from 2016 

to 2021 of scheduled commercial banks in India. It 

decreased shapely in 2019 from 50.19% to 46.24% in 2021. 

This means that banks are efficiently managing their 

operating expenses to generate income. It can be assumed 

because of the wide use of digital transformation techniques 

[13]. 

C. Cost of Deposits, Borrowings and Funds Ratio

AI is also used in the banking sector in other forms; like 

application of AI in auditing impacts internal control 

effectiveness as well as it is cost-effective [14]. In order to 

measure the cost reduction, three ratios were measured: cost 

of deposits, borrowings and funds ratio. The cost of funds is 

the rate of interest that financial institutions/banks are 

paying on the funds they use in their business. The cost of 

deposits should be estimated using the latest interest rate 

payable on current, savings and term deposits having 

various maturities. The cost of borrowings should be 

determined using the average interest rates at which funds 

were raised and mobilized. These rations are displayed 

below in Table II.  

TABLE II. COST OF DEPOSITS, BORROWINGS AND FUNDS RATIO 

OF SCHEDULED COMMERCIAL BANKS IN INDIA (%) 

Financial 

Year 

Cost of 

Deposits 

Cost of 

Borrowings 

Cost of 

Funds 

2016 6.09 5.5 6.02 

2017 5.61 5.44 5.59 

2018 5.02 5.29 5.05 

2019 5 5.54 5.06 

2020 5 5.36 5.04 

2021 4.18 4.89 4.25 

Source: RBI Database of Indian Economy 

From the above table II it is understood that the ratios are 

decreasing which indicates bank management able to 
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manage the interest rate of deposit, funds and borrowing 

efficiently. Lowering these ratios commonly generate better 

returns for banks. 

D. Digital Transactions

The digital transformation taking place across countries and 

the accompanying expansion of digital payments are also in 

line [15]. Fig. 2 shows the digital payments transactions in 

India having a record growth during 2021-22, growing by 

64.50 percent in terms of volume compared to 28.65 percent 

in the previous year (i.e., from 4,37,445 lakh in 2020-21 to 

7,19,531 lakh in 2021-22). In terms of value, Fig. 3 displays 

increased by 23.29 percent on top of -12.66 percent in the 

previous year (i.e., from 1,415 lakh crore in 2020-21 to 

1,744 lakh crore in 2021-22). However, the lengthy period 

of lockdown of the COVID-19 pandemic resulted in decline 

in economic activity and lower payments, thereby leading to 

a fall in digital transactions during 2020-21. India's Unified 

Payments Interface (UPI) continues to grow at a quick pace. 

The UPI transactions in India accounted for over 64% of all 

digitally made payments in 2021-22 compared to 51.04% in 

2020-21. The UPI transactions in India doubled in 2021-22 

compared to the previous year's volume and value of 

transactions.

Fig. 2. Total Digital Payments and Total Payments in Volume (Lakh)  

Source: Annual Report of RBI 2021-22 

Fig. 3. Total Digital Payments and Total Payments in Value (Lakh Crore) 
Source: Annual Report of RBI 2021-22 

Barendra Kumar Bhoi has analyzed the progress of India's 

digital transformation in the payment and settlement 

systems so far, including the digital transactions including 

the Unified Payment Interface (UPI) in his book Digital 

Transformation in India's Payment and Settlement Systems: 

The Way Forward [16]. Another form of digital transaction, 

the Unified Payment Interface (UPI), has increased 

tremendously since its inception on 11th April 2016. Table 

III shows that UPI transactions in India doubled in 2021-22 

compared to the previous year in terms of volume and value 

of UPI transactions. 

TABLE III. UPI TRANSACTION IN INIDA 

Financial Year Volume (lakh) Value (₹ lakh crore) 

2018 9,152 1.10 

2019 53,915 8.77 

2020 1,25,186 21.32 

2021 2,23,307 41.04 

2022 4,59,561 84.16 

Source: National Payment Corporation of India 

The Reserve Bank announced the composite Reserve Bank 

of India Digital Payments Index (RBI-DPI) in March 2018, 

to capture the degree of digitization of payments across the 

country. The index given in table IV for March 2022 stands 

at 349.40 as against 304.06 for September 2021. The index 

has shown threefold growth during the period 2018 to 2022. 

The RBI-DPI comprises five broad parameters that enable 

measurement of the penetration and deepening of digital 

payments in the country over different periods. These 

parameters are – (1) Payment Enablers (weight 25%), (2) 

Payment Infrastructure – Demand side factors (10%), (3) 

Payment Infrastructure – Supply side factors (15%), (4) 

Payment Performance (45%) and (5) Consumer Centricity 

(5%). Each of these parameters has sub-parameters which, 

in turn, consist of various measurable indicators. The RBI-

DPI Index continues to demonstrate substantial growth in 

adopting and deepening digital payments across the country. 

TABLE IV. RESERVE BANK OF INDIA DIGITAL PAYMENTS 

INDEX (RBI-DPI) 

Period RBI - DPI Index 

March 2018 (Base) 100 

Mar-19 153.47 

Sep-19 173.49 

Mar-20 207.84 

Sep-20 217.74 

Mar-21 270.59 

Sep-21 304.06 

Mar-22 349.3 

Source: Reserve Bank of India 

E. Fraud Detection

Digital transformation trends offer financial institutions 

ways to streamline operations and improve customer 

service. All financial institutions have their own processes 

for managing their fraud prevention and protection efforts. 

Fig. 4 shows that fraud in the banking sector declined 

significantly, with banks reporting cases worth ₹64,414 

crores in 2021-22 compared to ₹1,38,211 lakh crores in the 

previous year. The maximum amount of fraud reported in 

public sector banks compared to private sector banks. The 

amount of fraud in public sector banks decreased by 51% 

and in private banks decreased by 62% in 2021-22 

compared to the previous year, 2020-21. 
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Fig. 4. Total amount (crore) of fraud detected 

Source: Annual Report of RBI 2021-22 

To check fraud, the RBI has been taking several steps, 

including improving the efficacy of the Early Warning 

System (EWS) framework, strengthening the fraud 

governance and response system, augmenting data analysis 

for monitoring of transactions and introducing dedicated 

Market Intelligence (MI) Unit for frauds. Further, the 

effectiveness of EWS was assessed in select banks using 

Machine Learning (ML) algorithms. 

V. CONCLUSION

For the last five years, it has been noticed that the key 

indicators of banking sectors that lead to the adoption of 

digital transformation technologies have favorably 

improved. The total concept of digital transformation 

strategy in banking sector is a vital process of how banks 

and financial institutions analyze, interact, and satisfy their 

customers. From the data collected and analyzed, it is clear 

that the adoption of digital transformation in the Indian 

banking industry has focused on improving its legacy 

systems to make them compatible with new-age tools. The 

digital transformation in banking is the operational and 

cultural shift towards integrating digital technology into all 

bank areas.  
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Abstract— In 2020, Pneumonia was among the Top 10 

leading causes of death in the US according to the Center for 

disease control and prevention. Diagnosis of pneumonia on 

CXR is quite difficult because similar conditions can arise due 

to other diseases such as lung cancer, pulmonary edema, etc. 

The approach of this paper is to apply object detection using 

the Faster RCNN network. The performance of Faster RCNN 

is already proven using high resolution images with datasets 

like PASCAL VOC, COCO etc. Here we would like to evaluate 

the performance in medical images using the RSNA dataset. 

The performance of the Faster RCNN network depends on 

multiple parameters such as the quality and resolution of input 

images, and the parameter settings. The parameters include 

Anchor box parameters(scale and aspect ratio), feature 

extractor, optimizer parameters, evaluation parameters, 

augmentation, etc. The TensorFlow object detection API based 

on TensorFlow version 2 is used in this paper. The basic 

settings are modified to match the RSNA dataset. In order to 

enhance the quality of input images, Contrast Limited 

Adaptive Histogram Equalization (CLAHE) is applied. To 

evaluate object detection models, the mean average precision 

(mAP) is used. In a further study, the focus was given to 

exploring the explainability part of the prediction. Since the 

localization does not yield better performance due to limited 

resources and time, a classification network is used to explore 

techniques like PCA to check if better accuracy can be 

obtained.  

Keywords— Object detection, PCA, Faster RCNN, XAI, 

Deep learning, CXR 

I. INTRODUCTION 

In 2020, Pneumonia was among the Top 10 leading 
causes of death in US according to centre for disease control 
and prevention [1]. Pneumonia results in lung inflammation 
caused by bacteria or virus or fungus. As a result, air sacs get 
filled with pus and may become hard. Inflammation could 
affect both lungs or only one. Pneumonia shows an area or 
areas of increased opacity on CXR. However, the diagnosis 
of pneumonia on CXR is quite difficult because similar 
conditions can arise due to other diseases such as lung 
cancer, pulmonary edema etc.  

A. Background

Deep learning has advanced from image classification to
object detection where it is possible to detect objects at 
instance level. In real time applications such as face 

detection, logo detection and pedestrian detection, Faster R-
CNN is found to be successful. Certain improvements have 
been incorporated such as fixed-ratio online hard negative 
mining, multi-scale training and multi scale testing to apply 
this network in such detection jobs. [3]  

Application of object detection in medical field is an 
ongoing research area. There are multiple challenges when 
we apply object detection for medical images such as CXR 
images- lack of definite pattern, imbalance data, quality of 
the images etc would impact the accuracy of diagnosis. 
Many studies using medical images already proved that the 
basic CNN network does a good job in detection of positive 
classes. In a study about transfer learning based on 
classification of COVID-19, Darknet-53 provided F1 score 
0.95. This is supplemented by a sensitivity score of 95% and 
specificity score of 95% for COVID-19 class. This is the best 
score compared to other models using Custom CNN and 
VGG-16, InceptionNet-V3, MobileNet-V2, ResNet-50. 
Darknet-53 classifier is already part of single stage object 
detection architecture called as Yolo-v3.[7] 

But this basic network only does a classification job. For 
localising the object under study, we still have to resort the 
advanced algorithms which are used for object detection 
jobs. Girshick et al. [30] introduced a region proposal 
network on top of the basic CNN network. This is called as 
R-CNN. Each image is split in to multiple regions where an
object is likely to be present. In R-CNN network, the region
proposal network takes a lot of time as it uses the selective
search algorithm and each proposed regions need to go
through the CNN network.

The next improved version of R-CNN family is Fast-
RCNN, here the regions are superimposed on the output of 
CNN network to cut out the region of interest. The fact is 
that Fast-RCNN uses region proposals methods which rely 
on inexpensive features and consumes as much running time 
as the detection network. Though switching from region 
proposals method Selective Search to EdgeBoxes provides a 
big jump of improvement of test time from 2 s to 0.2s, 
further reduction in test time without compromising the 
quality is inevitable. With introduction of Faster R-CNN,test 
time per image is brought down to 10 ms per image. Faster 
R-CNN got rid of the region proposals methods used by its
predecessors and introduced Region Proposal Networks
(RPNs). RPN shares convolutional layers with feature
extraction layers, thus it is possible to reduce the test time.
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The speed of detection was further improved when Faster 
RCNN is introduced [8], where region proposal network was 
used and both classification and proposal networks were 
combined into a single network. Later Redmon et al. [28] 
came with You Only Look Once in which it just requires 
only one pass of the image to both generate the bounding-
boxes for objects, as well as classify them (hence the name). 
The advantage this approach carries is significant -it largely 
reducing test and training times. Among the objection 
detection algorithms, Faster RCNN network is more accurate 
compared to the single stage detectors YOLO, SSD in object 
detection tasks. In comparison with DenseNet, DenseNet, 
ResNet50, InceptionV3, and AlexNet, Faster R–CNN 
outperformed all models with an accuracy of 97.36% and a 
precision value of 99.29% with COVID-19 dataset. Dataset 
has 183 positive images out of total images 13,800. [25]  

B. Problem Statement

1) Diagnosis using AI
In medical field, identification of pulmonary diseases

with the help of chest X-ray images is one of the areas where 
attention is needed. With the current practise in the field, it 
has a high dependency on radiologists. Aim of this study is 
to check if application of AI  could ease out the radiologist’s 
job. Along with correct diagnosis of pneumonia, whether a 
correct identification of the affected area is possible also to 
be explored. Focus of this paper is to use the CXR images to 
identify pneumonia. CXR images does not show definite 
pattern. Objective of this paper is to improve the diagnosis 
using state of the art object detection algorithm Faster RCNN 
and classification networks. 

2) Explainable AI

In deep learning models, biggest challenge is accuracy vs 

interpretability problem. Many models can be interpreted in 

terms of human intuition. Example of such models are 

traditional machine learning models such as Tree-based 

models, Bayesian Models and Generalized Linear Models. 

Interpretation is an important aspect because only then 

model can be trusted and will be used. Saliency Methods 

and Feature Attribution (FA) are commonly used methods 

for explaining neural networks. This paper uses one of the 

feature attribution techniques to provide explainability for 

the prediction. 

II. RELATED WORKS – LITERATURE SURVEY

Regression and selection of bounding boxes are the most 

important deciding factors in the accuracy of the model. The 

algorithm used to select the bounding boxes is NMS (Non 

Maximum suppression). This reduces the number of regions 

proposals, while reducing false positives in object detection, 

fails to recognize multiple objects in overlap with each 

other. To improve this, NMS can be replaced with Soft 

NMS. The proposal involves modifying the calculation of 

the detection score in the original NMS algorithms to be a 

decreasing function on increasing function of overlap (IoU) 

instead of being completely suppressed on being the non-

maximum as in the Non-Max Suppression.  

Faster RCNN with DeepConv-DilatedNet as back bone and 

Soft-NMS to filter anchor boxes obtained 39.23% Mean 

Average Precision (mAP) on the dataset from the 

Radiological Society of North America (RSNA). Here K-

Means++ is used to generate anchor boxes. Hence 

localization accuracy is improved. CLAHE algorithm is 

used in preprocessing stage. This proposed backbone 

performs better than other architecture DetNet59, ResNet50, 

ResNet101, and VGG16 networks. In this experiment the 

initial learning rate is set as 0.0012 and used images per 

batch. SGD optimization algorithm is used in training. 10th 

epoch is reduced tenfold during training. Bounding box 

regressionof RPN network uses the Smooth L1 loss 

function. Classification network uses the binary cross-

entropy (CE) loss function. Four different backbones are 

used to verify the effectiveness of the proposed method. The 

number of iterations exceeded 90000 to stabilize the model. 

[10].  

In further study of covid pneumonia detection using Mask 

RCNN, mAP of 0.9 on test data and mAP of 0.89 on test set 

is achieved. Here the prediction is done in two stages, first 

stage uses deep neural network to predict the opacity. In 

second stage, MasK RCNN network is applied on images 

with opacity to get pixelwise segmentation which depicts 

the infected areas in the lungs. [11]  

EfficientDet is a one stage detector which offers a base 

network which can be extended based on input resolution, 

number of channels and number of layers. EfficientDet uses 

BiFPN as it’s backbone. [12] This object detection 

architecture is scalable. Performance of this architecture is 

measured using COCO 2017 with 118K training images. 

Result is 55.1% which marks the state-of-the-art. Training 

uses SGD optimizer with momentum 0.9 and weight decay 

4e-5. It works with much fewer parameters and FLOPs than 

previous detectors. EfficientNet Backbone, BiFPN layer, 

Class and Box prediction net are the four parts of single-shot 

detector EfficientDet. It has performed better than Faster 

RCNN and YOLO-V5 on SIIM-FISABIO-RSNA COVID-

19 Detection dataset. [ 13]  

Faster RCNN is applied for face detection[14] and 

pedestrian detection[15]. Face detection study has used 

WIDER dataset. Results indicates the effectiveness comes 

from the RPN network.[14]. Another paper explains the 

challenges in pedestrian detection arises due to poor 

detection of small objects due to RoI sampling of low-

resolution feature maps and due to hard negative examples. 

Cascaded Boosted Forests (BF) is used for classification 

wherein RPN output bounding boxes, scores, and 

convolutional feature maps are used as input. This method is 

evaluated Caltech, INRIA, ETH, and KITTI. It shows a very 

god results of accuracy and speed.[16]  

There are studies comparing YOLO, SSD, and Faster-

RCNN. Recent study using vehicle detection dataset, 

Yolov4 model performed better with 93% accuracy. [17]  

In automated license plate detection applications, YoloV3 

together with OpenCV showed 100% result in license plate 

detection. The paper also extended the scope using text 

recognition algorithms showed a result of 95% in text 

recognition. [ 18] Interestingly, the applications of object 

detection algorithms have no boundary. In one of the sports 

highlights task, models based on Faster RCNN 

outperformed YoloV5 architectures. Within Faster RCNN, 

VGG16 as base model resulted an accuracy of 92% whereas 

ResNet50 as base model showed better class accuracy of 

95.5%. [19] 

 Refinement of Faster RCNN network with added ROI and 

pooling layer after Regressor block of Faster RCNN brings 
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finer alignment of bounding boxes. in Licence plate and 

human detection jobs, the proposed method showed mAP of 

0.75 while Faster RCNN showed mAP 0.61. [20]  

Further studies using Faster RCNN talks about visual 

challenges incurred due to domain shift. Without additional 

labelled data, object detection effectiveness is improved 

using image-level adaptation component and an instance-

level component. This helps to tackle the performance drop 

caused by domain shift. These domain classifiers are based 

on adversarial training of H-divergence. In order to achieve 

domain invariance in RPN, a consistency regularizer is used. 

[21]. 

 In SAR target detection, it is quite expensive and 

exhaustive to obtain loads of labelled SAR images. Here an 

adaptive domain approach is tried out using optical remote 

sensing images. So training is possible with only a small 

training size of SAR images. In this approach a Faster 

RCNN network is extended with domain adaptation module. 

Using GAN criterion, features of two domains are 

constrained at instance level.[22] In study of region 

sampling based on Faster RCNN pre-trained VGG16 

network used Crop and resize pooling in lieu of RoI 

pooling. Here feature maps are cropped and resized to 14 × 

14, and then used a max-pool to convert to 7 × 7 to match 

the input size of subsequent fully connected network. 

Gradient accumulation across multiple batches requires 

additional operators in TensorFlow. Here instead of 

aggregating gradients from N = 2 images and R = 128 

regions [3], used R = 256 regions from N = 1 images during 

a single forward-backward pass. This paper also states the 

stride used by original Faster RCNN removes small 

proposals below 16 pixels in height or width in the original 

scale. [23].  

An experimental study to compare speed Vs Accuracy of 

object detectors such as Faster RCNN, SSD, R-FCN put 

forth new techniques for improving speed without 

sacrificing accuracy, such as using many fewer proposals 

compared to default settings mentioned in original paper of 

Faster R-CNN.[24].  

Faster-RCNN did not show promising results in COVID-19 

detection from chest X-rays to pinpoint pneumonia[27]. The 

paper claimed adopted Faster RCNN provides mAP of 

39.23%. A high accuracy of 96.98% was recorded by Mask-

RCNN than Faster RCNN to detect COVID-19. 

III. PROPOSED WORK

A. Dataset

Dataset used here contains the chest X-ray images of 

patients provided by The Radiological Society of North 

America (RSNA). Dataset contains Data Analysis The 

dataset contains information about 30227 patients. There are 

26684 unique patient-ids, this is because some of them have 

multiple opacity regions in the X-ray. Out of which 32% 

have pneumonia with bounding boxes coordinates 

given.29% data is normal. Other 39% of data is of other 

cases, but without bounding boxes. This last section of data 

is discarded for further analysis. The chest X-ray images are 

in DICOM (*.dcm) format. They contain a combination of 

header metadata and raw image arrays which represents 

pixel data. Processing of DICOM images takes longer time. 

So to make it faster, all DICOM images are converted in 

PNG images. 

B. Object Detection with Faster-RCNN

Figure 1. Faster RCNN object detection network 

Object detection is a computer vision technique for 

detecting and marking instances of objects in images or 

videos. Here, Given a CXR image, first step is to identify 

whether it is normal or infected. The next step is, if it is 

infected, where are the infected areas inside lungs. Infected 

areas to be marked with bounding boxes. Before feeding the 

images to the object detection network, they can be 

preprocessed so that performance of object detection can be 

enhanced. Faster RCNN is an object detection architecture 

presented by Ross Girshick, Shaoqing Ren, Kaiming He and 

Jian Sun in 2015. It is one of the  most accurate object 

detection architectures that uses convolution neural 

networks like YOLO (You Look Only Once) and SSD 

(Single Shot Detector). In Faster RCNN structure, RPN and 

Fast RCNN shares their convolutional features.  

Below are the building blocks of Faster RCNN network. 

1) CNN backbone: The first module of Faster RCNN

network is a deep fully convolutional network that proposes 

regions. VGG16, Resnet, Alexnet, Mobilenet etc are the 

famous CNN backbones in use. original paper used 

backbone networks VGG, ZF-Net. Here stride is 16.  

With Tensorflow 2 object detection models, below are the 

backbone available as part of Faster RCNN network.  

a) Resnet50

The number in the name of convolutional neural 

network ResNet-50 tells the depth of the architecture. 

It uses the pretrained weights of Imagenet. The 

pretrained model is capable of classifying images into 

1000 object classes. Classes include keyboard, mouse, 

pencil, and many animals.  

ResNet  builds shortcut connection by skipping one or 

more layers. 

Figure 2. Resnet network base unit 
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b) InceptionResnet

Inception-ResNet-v2 is another convolutional neural 

architecture. It makes use of inception blocks and 

residual connections. In this network, filter 

concatenation stage of the Inception unit is replaced 

by residual connection. It is trained using million 

images from the ImageNet database. The network is 

164 layers deep. The pretrained model is capable of 

classifying images into 1000 object categories. 

Categories includes pencil, keyboard, mouse and 

various animals. Idea behind performing different 

sizes of convolutions is to capture different sizes of 

objects in the image.  

Figure 3. Inception network base unit 

. 2) Region Proposal Networks (RPNs): Region Proposal 

Networks (RPNs) share convolutional layers with object 

detection networks.  This is the reason behind reduction of 

computational time per image during testing (e.g., 10ms per 

image). RPN uses fixed anchor boxes which differ in scale 

and aspect ratio. A small spatial window of size n*n (n=3) is 

used to slide over the output of the last shared convolutional 

layer. At each sliding-window location, proposals of 

multiple regions happens. If k is the number of maximum 

proposals for each window, finally we get 4k proposals and 

2k objectness scores. Objectness score indicates the 

probability of the object being present or not. 

3) ROI pooling :   The ROI pooling layer cut out the region

corresponding to a proposal from the  region proposal

network and then divides this region into  equal sized parts

or sub-windows. Atlast max-pooling is performed over these

sub-windows to give a fixed size output of (N,7,7,512)

where N is the number of proposals from the region

proposal algorithm. This fixed size output is passed through

two fully connected layers and later fed into the

classification and regression network.

4) Classification Network:      Number of units(C) in

classification layer is decided by the number of object

classes to be detected.  A  softmax layer is used to get

classification scores which indicates the probability of a

proposal belonging to each class.

5) Bounding box predictor: In the regression layer, all the

classes have separate regressors with 4 parameters. This

means the total output units for detecting C classes are C*4

output units. Regressors are agnostic to size but depend on

the object classes.

C. Classification network

Classifier using 2 approaches have been experimented. In 

first approach, Random forest classifier is applied on the pca 

transformed  CXR image inputs. 

1) Classification using Random forest classifier

In first approach, Random forest classifier is applied on the 

pca  transformed  CXR image inputs.  

Figure 4. Classifier network 

a) Principal Component Analysis (PCA)

Principal Component Analysis is a linear dimensionality 

reduction technique which extracts the information to 

projects to a lower dimension space. PCA reduces the 

dimension by finding a few orthogonal linear combinations 

(principal components) of the original variables with the 

largest variance. The first principal component captures 

most of the variance in the data. 

b) Kernel PCA

Kernel PCA is an extension of PCA. It works with nonlinear 

data by making use of kernels. The basic idea behind it is to 

project the  complex data onto a higher dimensional space 

where it becomes linearly separable. Linear, polynomial, 

and gaussian are some of the kernel PCA methods. 

Below picture shows how a complex pattern data is 

transformed to a linearly separable data using kernel PCA 

method. 

Figure 5. Original data   Figure 6. Kernal PCA 

2) Classification using DenseNet 121

Classification network utilize the power of feature 

extraction of CNN network for classification and object 

detection tasks. VGG16, Resnet, Alexnet, Mobilenet etc are 

the famous CNN  in use. The feature extraction can be done 

in multiple ways: conventional methods such as SIFT and 

SURF, Haar Wavelets etc. were used for their robustness 

and invariance even under slight changes in illumination or 

under object translation. However, DCNNs are once again 

the preferred choice here, since typical operations of the 

neural networks include extracting features of the object in 

the image. As the image flows through the network, each 

layer progressively extracts more complex and abstract 

features from the image. The final layer, the classification 

layer, contains only the information most closely related to 

the class or species of the object. DCNN has been pre-
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trained over large datasets and are capable of classifying 

multiple categories of objects in particular are known to 

extract better features. One of the proven DCNN 

architecture is  

DenseNet 121. DenseNet connects every layer directly with 

each other and solves the problems in other architectures 

Highway Networks, Residual Networks, Fractal Networks. 

These connections enable maximum information flow 

between the layers. It loads weights pre-trained on 

ImageNet. Unlike Resnet it does not combine features 

through summation but combines the features by 

concatenating them.  

D. Explainable AI(XAI)

In deep learning models, biggest challenge is accuracy vs 

interpretability problem. Many models can be interpreted in 

terms of human intuition. Example of such models are 

traditional machine learning models such as Tree-based 

models, Bayesian Models and Generalized Linear Models. 

Interpretation is an important aspect because only then 

model can be trusted and will be used. Saliency Methods 

and Feature Attribution (FA) are  commonly used methods 

for explaining neural networks. This paper uses one of the 

feature attribution techniques to provide explainability for 

the prediction. 

IV. IMPLEMENTATION

A. Training using Tensorflow API

TensorFlow Object Detection API is an open-source object 

detection framework. It is built on top of TensorFlow. Due 

to ease of handling this, it is widely used to construct, train 

and deploy object detection models for machine learning 

applications. The TensorFlow Object Detection API 

supports TensorFlow 1 (TF1) and TensorFlow 2 (TF2).   

For this project, TensorFlow Object Detection API 

TensorFlow 2 (TF2) is used. The following Steps were 

followed for training using Tensorflow API  

1) Installation of necessary packages

2) Cloning the model from github repository

3) Data Preparation RSNA dataset provided Xray(DICOM)

images of pnemonia patients with bounding boxes. for

positive class(Lung Opacity). Create a dataframe with

filename, bounding box coordinates, class of images.

Encode the Class of the object using label encoding.

4) Create Label Map(pbtxt file) TensorFlow requires a label

map for training and detection processes. It assigns each of

the used labels to an integer values.

5) Train and Test split-80:20

6) convert annotations into tfrecord format

7) training configuration download the pretrainined model

and corresponding configuration file(.config).

8) Necessary adaptation of config files (anchor boxes

parameters, Number of steps, Learning rate, Batch size etc)

9) training the model

10) prediction and model evaluation

B. CLAHE Histogram Equalization with OpenCV

CLAHE stands for Contrast Limited Adaptive Histogram 

Equalization. It is a variant of Adaptive histogram 

equalization (AHE). It is pre-processing technique applied 

to equalize images. CLAHE does  over-amplification of the 

contrast and operates on small part of the image, called tiles. 

Bilinear interpolation can be used to combine neighbouring 

tiles to remove the artificial edges or borders.  

Figure 7. Original CXR image 

Figure 8. CLAHE applied on CXR image 

C. Work with Classification network

Images are transformed using PCA and Kernal PCA. Both 

have been applied to Random Forest classifier and 

performance is compared. Google Colab Pro plus is used to 

to high resource requirement. Even then, the dataset to be 

limited as memory error occurred. So the study has to limit 

with 1000 images.   
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Figure 9. PCA applied on CXR images 

Figure 10. Kernel PCA applied on CXR images 

Figure 11. Classifer input Data distribution 

D. APPLICATION OF SHAP ALGORITHM ON CXR

IMAGE CLASSIFICATION MODELS

Further on for the deep learning classification models, 

SHAP algorithm is applied to interprete the prediction. 

SHAP values (SHapley Additive exPlanations) is a method 

based on cooperative game theory and used to increase 

transparency and interpretability.  

. 

Figure 12. XAI applied to model 

V. RESULTS AND DISCUSSION

A. Faster RCNN results

Figure 13. Fster RCNN model prediction 

Left is the actual image with area of infection marked and 

right side is the prediction from the Faster RCNN model 

with Inceptionresnet as backbone. 

First attempt was to recreate the Faster RCNN performance 

on PASCAL VOC dataset. With Resnet50 as backbone, a 

test mAP@0.5IOU of 57.8% is achieved with total loss 

1.542071. Same network is now applied to RSNA dataset 

and could achieve test mAP@0.5IOU as 20.38%. When the 

backbone is changed with Inception Resnet V2, 

performance is improved, achieve test mAP@0.5IOU 

21.9% for RSNA dataset. 

CNN 

Backbone 

Test 

mAP 

Total 

loss 

Dataset 

Resnet 50 57.8 0.691 PASCAL VOC 

(4523 train and 

473 test images) 

Resnet 50 20.38 0.395 RSNA 

Inception 

Resnet V2 

21.9 1.542071 RSNA 

Inception 

Resnet 

V2+CLAHE 

7.9 1.523068 RSNA+CLAHE 

applied 

Table 1. Fster RCNN models performance summary 

B. Classification model results

Input transformation technique Accuracy on test data 

PCA 0.646 

Kernel PCA 0.736 

Table 2.  Random forest classifier performance summary 
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Figure 14. Confusion matrix using Kernel PCA 

Confusion matrix using Kernel PCA below show that 150 

cases out of 171 have been correctly diagnosed pneumonia. 

68 Not normal cases out of 75 Not normal cases also been 

correctly predicted. But majority of the normal class have 

been misclassified as Not Normal class. 

Figure 15. Classification report using Kernel PCA 

C. Results applying SHAP to DenesNet 121 classification

The features having positive influences are shown in red. 

The features having  negative influences are shown in blue. 

Lung Opacity: Boundary regions are more indicators of 

positive prediction. The mid segment of the lungs contribute 

negatively. 

Not Normal: Boundary regions are more indicators of 

negative prediction for class Not Normal.  The mid segment 

of the lungs contribute  positively contributes to ‘Not 

Normal’ class prediction .  

Figure 16. SHAP on Densenet 121 classification model 

prediction  
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Figure 17. SHAP applied to random forest classifier model 

prediction  

VI. CONCLUSIONS

The model developed as part of this study is suited for 

enabling the support for radiologists during diagnosis of 

pneumonia detection. Due to the limited models available in 

TensorFlow 2 Detection Model Zoo, the comparison is 

limited to CNN backbone Resnet 50 and Inception Resnet 

V2. Inception Resnet V2 has provided a better result 

compared to Resnet 50. Two models have been considered 

to be used as feature extractors: ResNet 50 and Inception 

Resnet V2. These are available as part of the TensorFlow 

object detection API. Faster RCNN with InceptionResnet 

network is the clear choice among the explored possibilities, 

since it gives the better mAP in COCO dataset. It is difficult  

The low mAP value on test data can be attributed to the 

following factors: 

• Insufficient discriminating features in the image for

identification of pneumonia class

• Insufficient training steps

• Parameters are not optimized

The intermediate results obtained here illustrate that readily 

available pre-trained models are not suitable for direct use in 

applications. Additional training was necessary with CXR 

dataset. 

Training the models is a very expensive process, as need 

GPUs and Higher RAM requirements. Even with Google 

ColabPro+, PCA transformation has to be limited to 1000 

images. 

Image processing using CLAHE impacted the performance 

of Faster RCNN model badly. 

Performance of traditional classifier is better than the Faster 

RCNN model in pneumonia diagnosis. 

Due to resource and time constraint, study is limited with 

fixed hyper parameters. Several choices need to be made 

during the training, such as the use of the loss function, the 

learning rate, momentum decay, dropout rates and the 

optimizer used. From the classification report obtained from 

Kernal PCA, It is clear that model has difficulty to 

distinguish Normal and Not Normal images. This is an area 

of work in future adding more images and work on feature 

that distinguishes both. Since the study is limited to PNG 

images, the impact of additional inputs provided as part of 

the DICOM images are ignored. But this has to be 

considered in future study so as to eliminate the false 

detection.This would have been improved the performance. 

As work on the interpretability of the model prediction is 

done with classification network, in future study can be 

extended to Faster RCNN network. In future quantifying the 

explainiability of the models can also be an area of work. 

Though SHAP gives us the indication of the contribution of 

the feature to model’s prediction, it does not vouch for the 

quality of the model prediction. 
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Abstract—Agriculture is the science and art of farming 

which plays a prominent role in developing the economy of the 

country. Due to the global rise in population, we would be 

moving towards a global demand for food by 2050. So, the crop 

production should be increased gradually by forecasting the 

future factors that affect the productivity. In some instances, 

crops are being affected greatly but the farmers are unaware 

of the causes to the devastation.  Hence, with the emerging 

technologies, both Internet of Things (IoT) and Machine 

Learning (ML) together can be used to improve the 

productivity of the crops by converting traditional farming to 

precision farming. In this study, both weka (Java based 

platform) and scikit-learn (Python based platform) with 

selective features have been used to train the dataset and 

analyze the accuracy of six different machine learning 

algorithms such as Random Forest, Decision Tree, Support 

Vector Machine, K- Nearest Neighbor, Ensemble method and 

Logistic Regression. As a result, Ensemble method with voting 

technique gives the highest accuracy and suggested to be the 

best predictive model that recommends the appropriate crop to 

grow in a certain area by considering the environmental as 

well as geographical factors that affect the maximization of 

agricultural yield. Therefore, it can be concluded that the 

proposed predictive model accommodated within a mobile 

application would provide a smarter solution to the farmers to 

maximize their agricultural yield conveniently and rapidly.  

Keywords— IoT, Machine Learning, Agriculture, Precise 

Farming, Crop Recommendation  

I. INTRODUCTION

Agriculture is the science and art of farming, which 
includes activities like improving the soil, growing crops, 
planting trees, raising cattle, and rearing fish. Years ago, 
human survived by hunting and gathering, foraging for 
available food wherever it could be found. Later, people 
started to plant the collected seeds, harvest them and select 
the successful crops. This paved the way to agriculture. 
Agriculture gave people the opportunity to initiate 
civilizations. 

The agricultural sector is the cornerstone of a country’s 
economy. As an example, 70 percent of the Sri Lanka’s 
population living in the rural areas highly depend on 
agriculture for their livelihood. This is because of rich soil 
fertility and large network of water sources for irrigation. 
The agriculture sector of Sri Lanka contributes 
approximately 7.4 percent to the national GDP (Gross 
Domestic Product), out of which the fisheries sector 
contributes around 1.3 percent, and the livestock sector about 
0.9 percent. Over 30 percent of Sri Lankans are employed in 
the agricultural sector. Farming creates opportunities to lift 

people out of poverty in developing nations like Sri Lanka. 
Meantime, the stable food supply by farms kept people from 
starving, and in fact led to a rapid increase in population 
around the world. Although Sri Lanka is a fertile tropical 
country with the potential to cultivate and process a wide 
range of crops, problems with productivity and profitability 
are impeding the sector's expansion. This is because of the 
incompetent use of technology, deficiency of knowledge and 
awareness among the farmers and the implementation of 
some outdated techniques.  

According to the World Bank, by 2050 with the global 
rise in population, we would be moving towards a global 
demand for food that could potentially cause even scarcity. It 
implies that the food production ability will go bankrupt 
unless the country adopts and dramatically increases the 
technologized precise farming. Hence, the agricultural yield 
would be increased rather efficiently. This would give rise to 
precision agriculture. Precision agriculture is the application 
of information technology in farm management, which aims 
to provide crops and soil with the exact nutrients they require 
for optimum health and yield. Fortunately, Internet of Things 
(IoT) and Machine Learning can play a prominent role in the 
agricultural industry. 

IoT smart farming is a high-tech and productive form of 
sustainable farming and food growing. It’s an activity in the 
agriculture of integrating tools and emerging technologies. 
Therefore, IoT is a key component of smart farming, which 
reduces the amount of physical labor required from farmers 
and growers while also maximizing the throughput. 

IoT has greatly benefited agriculture-dependent with the 
most recent changes, including efficient water usage, input 
optimization, and many other things. Real-time field 
monitoring enabled by IoT-based smart farming advances 
the entire agricultural industry. With the use of sensors and 
interconnectivity, the IoT in agriculture has not only saved 
the farmers' time but also reduced the wasteful use of 
resources like electricity and water. This holds a variety of 
factors under control, including humidity, temperature, soil, 
etc., and offers clear observation in real-time. 

With the practice of smart farming, farmers can 
efficiently use fertilizers and other resources to increase the 
quality and quantity of their crops. Farmers cannot be 
physically present in the field all the time. Also, the farmers 
might not have the knowledge to use different tools to 
measure the ideal environmental conditions for their crops. 
They are given an automated system by the Internet of 
Things (IoT) that may run autonomously and alert them to 
deal with various issues that may arise while farming. Even 
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when the farmer is not in the field, it has the potential to 
reach and alert them, allowing them to manage more farms 
and increase their production. 

Even though Internet of Things (IoT) has been used in 
precision agriculture, there is room to make effective 
decision and receive improved gains in agriculture with the 
use of Machine Learning (ML). Machine Learning is a 
current technology that helps farmers reduce farming losses 
by offering detailed recommendation and insights about the 
crops. Utilizing machine learning in agriculture enables more 
precise and effective farming with high-quality output using 
less human labor. Hence, Machine Learning is used to 
identify the best crop for a particular location, identifying 
factors that that would destroy the crops, such as weeds, 
insects, and crop diseases and to obtain insight about the crop 
growth and help in decision making. 

II. LITERATURE REVIEW

A. Machine Learning in Smart Farming

M. Waleed et al. [1], propose an agricultural farm
machinery classification using multi-class supervised 
machine learning algorithms which aims at predicting the 
right machinery to increase the productivity in the absence of 
a sound machine recognition system. Here, three types of 
agriculture machinery have been used such as leveler, 
rotavator, and cultivator. We use the vibration and tilt of the 
machinery to train the model. Five machine learning 
techniques, including K-Nearest Neighbor (KNN), Support 
Vector Machine (SVM), Decision Tree (DT), Random Forest 
(RF), and Gradient Boosting, are used to classify farm 
machinery (GB). The accuracy of all five machine learning 
methods employed for classification is over 82%, but 
random forest performs the best. Both the random forest and 
gradient boosting methods have great testing accuracy but 
show just a small amount of over-fitting (approximately 9%). 
The decision tree requires the least amount of training time, 
while gradient boosting requires the most. 

A. Sharma et al. [2] introduces the impact of AI and IoT
in smart farm management along with an introduction to ML 
algorithms which are most used in precision agriculture. 
Precision agriculture is driven by the technology called 
Machine Learning. Regression algorithms are used for soil 
properties, weather, and crop yield prediction. Deep 
Learning algorithms such as CNN and Machine Learning 
classification algorithms such as SVM, Decision trees, and 
RF were used for the identification of disease and weeds in 
the plants. Drones are cameras enabled and are used for 
different applications such as field and crop monitoring, 
spraying of pesticides, and drip irrigation. The images 
captured by the drones are examined using DL and computer 
vision algorithms for disease and weed identification. 

A proposed system is carried out by M. W. P. Maduranga 
and R. Abeysekera [3] aiming to use a blended version of 
IoT and Machine Learning for better and more precise 
agriculture. IoT uses different sensors to collect large 
amounts of data on environmental factors such as soil 
moisture level, humidity, temperature, and pH levels. ML is 
applied to further increase the application intelligence and 
functionality. Support vector machine (SVM), naive Bayes, 
discriminant analysis, K-nearest neighbor, K-means 
clustering, fuzzy clustering, Gaussian mixture models, 
artificial neural networks (ANN), decision-making, and deep 

learning could be the key ML techniques used in IoT-based 
agriculture. A wide range of ML applications can be used on 
farms to detect diseases, identify crops, plan irrigation, 
monitor soil conditions, find weeds, assess crop quality, and 
predict the weather. Therefore, ML systems together with 
IoT can be used to predict and improve the yields in 
agriculture. 

K. S. Pratyush Reddy [4] suggests a model which is a 
smart irrigation system that uses machine learning to predict 
how much water a crop would need as the development of 
creative farming methods is gradually increasing crop output, 
increasing its profitability, and lowering irrigation waste. The 
system was programmed to be trained from the given dataset 
using all the sensed data from the soil moisture, temperature, 
and humidity sensors. To effectively forecast outcomes, the 
decision tree method, a powerful machine learning 
technique, is applied to data collected from the field. Farmers 
receive a mail alert with the findings of the decision tree 
algorithm, which aids in making decisions on water supply in 
advance. 

K. N. Bhanu [5] proposes an IoT based intelligent system 
for agriculture with the implementation of machine learning 
in ThingSpeak cloud platform. The sensed live data is 
updated in the cloud platform. The sensed data is classified 
using a machine learning algorithm based on a threshold 
value. Users are regularly notified using mail or text 
messages informing them of the soil parameters and 
environmental conditions of the agricultural land to water the 
crops at the right time, hence to increase the yield. 

N. G. Rezk et al. [6] suggests an IoT based smart farming 
system along with an efficient prediction method named 
WPART that can be employed in the decision-making 
system. The proposed method used both Wrapper feature 
selection, and PART algorithm. The Wrapper technique is 
used to analyze collected data of the environment indicators 
to select the effective indicators on drought and crop 
production issues. The drought and crop productivity 
predictor are created using the PART algorithm. To test the 
proposed method five datasets have been used. The 
suggested system accuracy reached up to 92.12% for 
identifying droughts and up to 98.15% for crop productivity, 
demonstrating that it is the most accurate way to predict both 
drought and agricultural productivity. 

B. IoT in Smart Farming

The survey carried out by R. Dagar et al. [7] aims at
implementing of IoT in agriculture. By taking into 
consideration the issues faced by the farmers using 
traditional method of agriculture, a model has been proposed 
with the IoT sensors like air temperature sensor, soil pH 
sensor, soil moisture sensor, motion detector sensor, water 
volume sensor etc. to enhance the quality and quantity of 
production, save resources like water and electricity, 
economically efficient crop that cost less and make more 
profit so that the overall GDP of the country can also be 
enhanced. With the implementation of IoT devices in Poly 
House can increase the production and quality of crops as the 
crops can be protected from insecticides and pesticides. The 
proposed model is a simple architecture of IoT sensors that 
collect information and send it over the Wi-Fi network to the 
server, there server can take actions depending on the 
information that it receives. 
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J. Doshi et al. [8] Proposed a technology which can
generate messages on different platforms to notify the 
farmers. The farmers get live data regarding temperature, 
humidity, soil moisture, UV index, IR from farmland to 
effectively monitor their crops with the user-friendly app and 
to take necessary steps to do smart farming by increasing the 
productivity and reducing the resource wastages like water 
and fertilizer. The components that are used in the proposed 
product are ESP32s Node MCU, breadboard, DHT11 
temperature and humidity sensor, soil moisture sensor, 
SI1145 Digital UV Index / IR / Visible Light Sensor, Jumper 
wires, LEDs. Three mediums are used to notify the farmers. 
They are LEDs visual alert, Blynk mobile app that can track 
live feed and the different alert sound of small buzzer. 

P. K. A. Patil and P. N. R. Kale [9] focused on 
developing IoT based smart farming solution to enhance the 
agriculture productivity by automatically maintaining and 
monitoring agricultural farms with minimal human 
involvement. IoT based smart farming consists of four major 
components such as physical structure, data acquisition, data 
processing, and data analytics. The physical structure is the 
most important factor for precision agriculture to avoid any 
unwanted happening. Data Acquisition has two 
subcomponents namely: IoT data acquisition and standard 
data acquisition. Data processing consists of multiple 
features that are image or video processing, data loading, 
decision support system, and data mining. Data analytics 
consists of two main features such as monitoring and 
controlling. IoT agricultural network monitors agriculture 
data and facilitate the transmission and reception of 
agriculture data. Some of the major IoT sensors used are 
Motion Detector, PIR, Soil Moisture, Temperature, 
Humidity, Barometric Pressure, Ultraviolet, PH, and gas 
sensor. This paper considers various IoT agricultural 
challenges and security requirements for the better 
understanding of IoT smart farming security.  

The design of SmartFarmNet is presented by K. L. 
Krishna et al. [10] is a scalable sensor data acquisition, 
analysis, and visualization platform for smart farming 
applications based on the IoT that can automate the 
collection of environmental, soil, fertilization, and irrigation 
data; automatically correlate such data and filter out invalid 
data from the perspective of assessing crop performance in 
order to increase the farm productivity and compute crop 
forecasts and provide crop recommendations for any 
particular farm to increase the farm profitability meanwhile 
meeting the rapidly growing demand for food that is fueled 
by rapid population growth across the world. SmartFarmNet 
can virtually connect any IoT device, including sensors, 
cameras, weather stations, etc., and store their data in the 
cloud for performance analysis and recommendations. 
According to this paper, SmartFarmNet is the first and 
currently largest system in the world that provides crop 
performance analysis and recommendations. 

A wireless mobile robot based on IoT for smart farming 
is proposed by P. P. Jayaraman et al. [11]. The robot is 
equipped with several sensors like moisture sensor, humidity 
sensor, UV sensors, obstacle sensor, pH sensor, PIR sensor, 
Thermo Hygro sensor and CO2 sensors. The wirelessly 
controlled robot is responsible for spraying pesticides, 
switching ON/OFF the motor and scaring the intruder like 
birds or animals. The entire system comprises of Raspberry 
Pi 2 Model B, Solar plate, Wi-Fi modem, ZigBee, DC motor 

or spraying, LM380 audio speaker, water sprinkle, LCD and 
Camera. Whenever robot senses insect movement it sprays 
pesticides and when it senses a water shortage in the fields, it 
turns on the motor. 

Another proposed system is carried out by Dr.N.Suma et 
al. [12] aimed at improving the yield of the crops and overall 
production. The system includes various features like GPS 
based remote controlled monitoring, moisture & temperature, 
intruders scaring, security, wetness of the leaf and proper 
irrigation facilities. It makes use of wireless sensor networks 
for observing the soil properties and environmental factors 
continuously. Controlling these parameters through any 
remote device and the operations are performed by 
interfacing sensors, Wi-Fi, camera with microcontroller. A 
detailed description is made available to farmer via an 
android application. 

The proposed framework presented in I. Mohanraj et al. 
[13] consists of KM-Knowledge base and Monitoring
modules to make profitable decisions by farmers. Monitoring
modules are demonstrated using numerous sensors for which
the inputs are fed from Knowledge base. From the
knowledge base, the user interface is allowed to use decision
making system, knowledge assessment on farming, and other
systems. TI CC3200 Launchpad and Arduino UNO board
with Ethernet Shield is used to implement the monitoring
modules. Humidity, soil moisture sensors are used to collect
real time data from the field.

III. METHODOLOGY

In this study, both IoT and Machine Learning have been 

used. In IoT, sensors are used to collect information from 

the agricultural field. The information collected by the 

sensors is sent to the Arduino microcontroller AtMega 328. 

Improvement in the growth of various crops depends on 

various environmental parameters such as nutrients on the 

soil, temperature, humidity, ph of soil, rainfall, etc. Any 

minor changes in any of these parameters can cause 

problems like improper growth of crops, dying of crops or 

formation of diseases in plants which result in lesser crop 

yield. So, let’s see the sensors that are essential to our 

dataset to recommend a crop and how we can propose an 

IoT model to capture data which can be useful for farmers in 

the future. 

A. Sensors used in Smart Farming

I. Soil pH Sensor: The pH value of soil is an important

factor in determining which crop will grow. A soil pH

Sensor is a device that measures the current pH of the

soil. By observing these values carefully, necessary

amounts of nutrients can be supplied to the plants to

have a healthy growth.

II. Temperature and Humidity Sensor (DHT11): The

DHT11 is a basic, ultra low-cost digital temperature

and humidity sensor. It uses capacity humidity sensor

and a thermistor to measure the surrounding air and

spits out a digital signal.

III. Rain Sensor: This sensor detects rainfall, and it is

available at low cost in the market.

IV. Soil NPK Sensor: The Soil NPK Sensor is suitable for

detecting the content of nitrogen, phosphorus, and
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potassium in the soil. It is used to determine the 

fertility of the soil. 

B. Architecture of the Proposed IoT System

The architecture of the proposed system comprises of 

main components such as Soil pH Sensor, Temperature 

and Humidity Sensor, Rain Sensor, Soil NPK Sensor, 

Microcontroller (Raspberry pi), Cloud database 

(Firebase) and Mobile Application. 

• Sensors are connected to the microcontroller

(Raspberry pi).

• Sensors sense the data and send the live data to the

microcontroller for processing.

• Again, these data are sent to cloud database and

stored for future use.

• At the firebase cloud, the data is being analyzed and

classified using Machine Learning algorithm.

• Then a mobile application is developed by fitting

the perfect model for crop recommendation so that

when the live data are updated to the cloud

database, the mobile application would recommend

the suitable crop to the farmers via email or SMS.

Fig. 1. Architecture of proposed IoT system 

The block diagram of the proposed system is being clarified. 

But here in this study, the already available dataset has been 

taken. In Machine Learning, classification is a supervised 

learning method in which a system learns from input data 

and uses this learning to classify new observations. In this 

study, both weka tool and scikit learn have been used to find 

the best fit model. 

C. Machine Learning using Scikit-Learn

Fig. 2. Machine Learning process. 

1. Data collection

Data collection is the process of gathering and analyzing

information from a wide range of sources. Today, precision 

farming is in trend. It enables farmers to make well-

informed decisions regarding their farming strategies. Here, 

we are to construct a prediction model that will recommend 

the best crops to plant on a certain farm depending on a 

variety of factors using the dataset. To predict a model, we 

need to collect data. The data can be obtained from the 

popular open data repositories. The data for this study is 

downloaded from www.kaggle.com. The dataset consists of 

eight attributes / data fields such as N (ratio of Nitrogen 

content in soil), P (ratio of Phosphorous content in soil), K 

(ratio of Potassium content in soil), temperature 

(temperature in degree Celsius), humidity (relative humidity 

in %), ph (ph value of the soil), rainfall (rainfall in mm) and 

label. There are 2200 data/ rows and 22 labels/ classes in 

this dataset. Hence, this is a supervised learning 

classification dataset.  

Fig. 3. Sample dataset 

2. Data preprocessing

Data preprocessing is the process of transforming raw

data and making it suitable for a machine learning model. It 

is not always the case that we come across clean and 

prepared data when developing a machine learning model. 

There might be missing data, noisy data, inconsistent data, 

and in some instances the data need conversion too like 

string value to integer value. Hence, in this phase we must 

find out those issues in the dataset, get rid of those issues 

and maintain a clean set of data for the model to predict 

accurately. But did not find any missing values, noisy data, 

inconsistent data, etc. in the collected data. 

3. Feature Extraction

Feature extraction is the process of converting the raw

data into numerical features and extracting the most relevant 

features. It helps to reduce the amount of redundant data 

from the data set. Hence, it helps us to remove the features 

from the model that are not required, this helps us to create a 

better and more interpretable model.  

In this phase, the feature extraction is done by 

identifying the attributes which greatly influence the label 

and removing the factors which don’t influence the label. 

Through this, the overfitting issue can be solved and 

meantime this result in dimensionality reduction. 

Correlation and strewness are the techniques used in 

machine learning to identify feature engineering. 

Using the correlation and strew techniques, we found 

that the collected dataset contains non-related attributes and 

those were removed properly without affecting the output. 

Therefore, we were able to achieve feature engineering. 

4. Model Fit

A model fit refers to a model that gives the accurate

approximation of the output when unknown inputs are 

given. In this phase of the pipeline, the train/ test split 

method is used which simply means the dataset is split as 

train data and test data. A typical train/test split would be to 

use 70% of the data for training and 30% of the data for 

testing. In this study, Scikit-learn package is used since it is 

a simple and efficient tool for predictive data analysis. 

However, models depend on data as the dataset consists 

of different attributes. Therefore, let’s discuss the models 

one by one. 

a) Decision Tree
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Decision Tree is a supervised learning algorithm used 

for classifications. It takes the shape of a tree structure 

resembling a flowchart, with each node designating an 

attribute test and each branch representing the test's result. 

The class label is kept in the end-node. Each time a class 

needs to be predicted, the data characteristics follow a 

certain decision path, with the class label being predicted at 

the terminal node. Additionally, it is used to solve the 

classification problem for all types of agricultural datasets. 

b) Random Forest

builds a strong classifier from weak classifiers using 

ensemble learning methods. As the name implies, random 

forest is a forest of decision trees. Random Forest builds a 

strong classifier from weak classifiers using ensemble 

learning methods. The models are trained using this 

technique to improve performance. Random Forest is widely 

used in crop classification and could predict crop yield 

corresponding to the current climate. 

c) Support Vector Machine

Support Vector Machine is a supervised learning model 

that is used to analyze data for classification and regression 

analysis. SVM uses hyperplanes to categorize the data. 

Hyperplanes are the separator(s) used to separate the data 

based on training class labels. The hyperplane, for instance, 

may be a line splitting the plane into two sections with each 

class lying on each side of the line in a two-dimensional 

space with two data variables. Support vector machine is a 

kind of structural risk minimization-based learning 

algorithm. SVM has been widely used in various sectors as 

a well-liked machine learning technique including 

information retrieval and agriculture for the categorization 

of crops and soil. 

d) Logistic Regression

Logistic regression is also a supervised machine learning 

model which is used for classification and predictive 

analytics. Logistic regression predicts the probability of a 

binary (yes/no) event occurring. In this dataset, we can 

apply this machine learning model to recommend a crop 

whether it is suitable to grow or not by considering the 

factors that influence.  

e) Ensemble method

Ensemble method is also a supervised learning model 

which combines several base models to produce one optimal 

predictive model. Generally, ensemble method yields more 

precise results than a single model. Two of the simplest 

ensemble techniques are voting and averaging. They are 

simple to comprehend and put into practice. Averaging is 

used for regression, whereas voting is utilized for 

classification. In both approaches, firstly several 

classification and regression models are developed using a 

training dataset. Each base model may be built with various 

splits of the same training dataset and the same algorithm, 

the same dataset with other algorithms, or any other 

technique. Since this is a classification dataset, voting 

ensemble technique has been used. 

5. Model Evaluation

Model evaluation aims to estimate the generalization

accuracy of a model on unseen data. The model is evaluated 

through some performance measures such as ROC, 

Confusion matrix, Cross-Validation and Hold-out. Since the 

model is trained, we are now going to evaluate our model 

using new data to prevent the possibility of overfitting to the 

training set. However, we can't utilize the test set for this 

evaluation because if we do, we'll choose the parameters 

based on how well they perform on the test data, not 

necessarily how well they generalize. 

There are four possible outcomes when making 

classification predictions. They are true positive, true 

negative, false positive and false negative. These four results 

are frequently displayed on a confusion matrix, which is an 

example of binary classification. After making predictions 

based on the test data, you would build the confusion matrix 

by designating each forecast as one of the four potential 

outcomes.  

Accuracy, precision, and recall are the three primary 

measures used to evaluate a classification model. Accuracy 

is the percentage of correct predictions for the test data. It is 

calculated as follows. 

() 

Precision is the fraction of relevant examples (true 

positives) among all the examples which were predicted to 

belong in a certain class. It is calculated as follows. 

 () 

Recall is the fraction of examples which were predicted 

to belong to a class with respect to all the examples that 

truly belong in the class. It is calculated as follows. 

() 

The common approach for combining both precision and 

recall is known as the F1-score. It is primarily used to 

compare the performance of two classifiers. It can be 

calculated as follows. 

() 

6. Hyperparameter tuning.

Once the evaluation is over, we can check for better

results by tuning the parameters. There are several 

parameters, if their values are being changed then obviously, 

we could see some change in the results and most 

importantly, in our accuracy score.  

The process of hyperparameter tuning entails 

determining a set of ideal hyperparameter values for a 

learning algorithm and then using this improved algorithm 

on any given data set. By minimizing a predetermined loss 

function, that set of hyperparameters maximizes the model's 

performance and yields better results with fewer errors. If 

the model reaches 90% accuracy only, the model need not to 

be hyper parameter tuned. Models may have many 

hyperparameters and determining the ideal set of parameters 

can be approached as a search problem. The best two 

methods for hyperparameter tuning are GridSearchCV and 

RandomizedSearchCV. As our model gives the highest 
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accuracy of 99%, it is not necessary to tune up further using 

these two techniques. 

D. Machine Learning using Weka tool

1. Data collection

To perform the model fitting, we need to collect data

related to crops. As discussed above, the data collection 

remains the same here too. The data set is collected from 

www.kaggle.com. The dataset consists of 2200 rows and 8 

attributes. 

Fig. 4. Sample of dataset in weka 

2. Data preprocessing

Using weka tool, we found that there aren’t any missing

values by going through all the attributes separately. 

Fig. 5. Sample of data preprocessing in weka 

3. Feature Extraction

In this stage, the necessary activities like transformation

of data, identification of the attributes that influence the 

output label and so on. 

4. Model Fit

In this paper, we focus on six multi-class supervised

classification models such as K-Nearest Neighbor, Support 

Vector Machine, Decision Tree, Random Forest, Logistic 

Regression and Ensemble method (voting). Each model is 

trained separately on weka tool.  

The Ensemble method uses the technique voting to 

classify the data. The voting method is applied by 

combining NaiveBayes and BayesNet. 

Fig. 06. Sample of model fit in weka. 

The below table shows the readings of correctly 

classified instances (%) and incorrectly classified instances 

(%) from the crop recommendation dataset using different 

machine learning algorithms.  

5. Model Evaluation

By analyzing the values obtained from six different

machine learning algorithms, it is obvious that voting 

technique of the ensemble method gives the highest 

accuracy with zero incorrect classification instances. 

Therefore, it can be said that ensemble method is the best 

predictive model to recommend the crop. 

6. Hyperparameter tuning

Since our data set gives the accuracy of 100%, there is

no need for parameter tuning. 

E. Deep Learning approach with ANN

This study utilizes Artificial Neural Network (ANN) to

train the model and achieve better accuracy without 

overfitting or underfitting. A feedforward network 

architecture of ANN has been utilized for this purpose. The 

same preprocessing and feature engineering techniques have 

been used, except for the model fitting. The following tables 

show the ANN layers, epochs, and activation functions used 

to train the dataset.  

1. Model 01
Table 01. Model 01 attributes 

Layer 
Batch 

Size  

Activation 

Function 
Optimizer Epoch 

Dense 64 Relu 
Adam 100 Dense 32 Relu 

Dense 32 Softmax 

2. Model 02
Table 02. Model 02 attributes 

Layer 
Batch 

Size  

Activation 

Function 
Optimizer  Epoch 

Dense 128 Relu 

Adam 100 

Dense  64 Relu 

Dense 32 Relu 

Dense 16 Relu 

Dense 16 Softmax 

Tables 01 and 02 present various models of the Artificial 

Neural Network (ANN) along with their parameters. The 

tables highlight the usage of two activation functions, 'Relu' 

and 'Softmax'. The purpose of using the softmax activation 

function is to classify the best possible plant with a higher 

probability, which can be particularly useful for farmers 

who often complain about poor prediction accuracy in 

certain applications. By using the softmax function, this 

issue can be overcome, and more accurate predictions can 

be provided. Additionally, the Adam optimizer is utilized 

for the learning rate, which is a gradient descent approach. 

IV. RESULTS AND DISCUSSION

A. Machine Learning using Scikit-Learn

The following parameters have been analysed from the

machine learning for different model. 
Table 03. Model with Precision, F1-score, and Accuracy 

Model Precision F1-score Accuracy 

RandomForestClassifier 1.00 1.00 99.75 

GaussianNB 1.00 1.00 99.75 

KNeighborsClassifier 1.00 1.00 98.27 

XGBClassifier 1.00 1.00 99.50 

Ensemble  1.00 1.00 99.26 

• Ensemble – LogisticRegression + 

DecisionTreeClassifier + RandomForestClassifier. 

Upon analysing Table 03, it is evident that nearly all the 

models achieved outstanding performance, with accuracies 

approaching 100%. However, it is surprising to note that the 

ensemble model had the least accuracy among the other 

models. 
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Fig 07: Accuracy Comparison of some models 

Fig 07 shows the accuracy comparison of 3 models from 

the notebook. Obliviously RandomForestClassifier has 

higher accuracy than other models.  

B. Deep Learning Approach

1. Model 01 and Model 02 output

Table 04. Outputs of Model 01 and Model 02. 

Model F1-score Precision Accuracy 

Model 01 0.9553 0.9595 97.56 

Model 02 0.9605 0.9614 97.61 

Table 04 and Figure 08 illustrate the trained model 

parameters and the ROC curve of the Artificial Neural 

Network (ANN), respectively. Upon examining the table, it 

is evident that each model obtained a higher accuracy, F1-

score, and precision. The ROC curve also shows that both 

the training and test sets perform exceptionally well. 

Therefore, both models are highly recommended for use, 

and their accuracy can be further improved up to 100% 

through parameter tuning. 

C. Weka

Table 05. Weka accuracies for different models 

Algorithms 
Correctly classified 

instances (%) 

Incorrectly classified 

instances (%) 

Decision Tree 99.0909% 0.9091% 

Random Forest 99.3182% 0.6818% 

Logistic Regression 98.6364% 1.3636% 

Support Vector 

Machine 
97.2727% 2.7273% 

Ensemble method 

(voting) 
100% 0% 

K-Nearest Neighbor 98.4091% 1.5909% 

Table 05 presents the accuracies of different models 

obtained from Weka. Upon a thorough analysis of the table, 

it was found that the ensemble model had the highest 

accuracy among all models. However, when compared to 

Sklearn, it had the lowest accuracy. 

According to the literature review, several research have 

been conducted related to IoT and machine learning in the 

field of agriculture. Though much research has been done, 

their study in this sector to increase the productivity with an 

efficient method of monitoring the field, there isn’t any 

research carrying 98% - 100% accuracy. As agriculture 

sector plays a prominent place in Sri Lanka which 

contributes a large income to the country through export, 

firstly we should identify which crop to be cultivated 

considering the factors like rainfall, temperature, and 

nutrients in the soil in a specific region rather than 

cultivating and going backward in productivity. Therefore, 

this study gives a valuable message to the farmers in the 

field of agriculture regarding recommendation of a proper 

crop to be cultivated. The dataset is obtained with the help 

of IoT sensors, and it has been tested with two different 

machine learning tools such as weka and scikit-learn to 

identify the best model to predict a suitable crop to be 

cultivated. The classification of crop was performed using 

Machine Learning algorithms. The data set has been trained 

using six model fit algorithms. By considering the reading 

from both weka and scikit-learn, it was found that out of the 

six machine learning techniques that we applied towards the 

model fitting, ensemble model showed the most accuracy 

and be the best crop predictive model considering the 

environmental factors that decide the yielding of crop to 

maximize the production. Since, Ensemble model which 

uses voting technique gives the highest accuracy. 

Fig 09: Sample output of Confusion matrix in Scikit-Learn 

Fig 10: Sample output of Confusion matrix in weka tool 

V. CONCLUSION

Since farmers have lack of right knowledge on 

suitable soil, climate, crop diseases and so on, this study 

would recommend the most suitable crop to grow in a 

particular area considering both the geographical and 

environmental factors with the help of a smarter technology. 

Thereby farmers would be able to make the right decision to 

sow the right crop at the right time. This helps the farmers to 

minimize the loss of crop yield. To bring about this smarter 

technology, six different algorithms with selective features 

have been chosen to find the accuracy level of predicting 

Model 01  Model 02  

Fig 08: ROC curve 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 375



crops. Among the six algorithms, Ensemble method of 

machine learning found to be the best model which 

produced the highest accuracy and able to achieve precise 

agriculture. It can be suggested that.  

this predictive model can be developed as a mobile 

application and handed over to the farmers. Moreover, it can 

be concluded that the suggested mobile application along 

with the ensemble machine learning algorithm would 

provide a smart solution to the farmers to maximize their 

agricultural yield. 
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Abstract— Every year, landslides are a devastating natural 

disaster that wreak havoc on human civilization. Seventy-five 

percent of all landslides were located in Asia, making it the 

most impacted continent. The proposed system's goal is to alert 

authorities in time to take preventative measures against 

landslides by identifying the conditions that have a major 

impact. In the proposed system, the data from a moisture 

sensor is used to infer the soil's moisture level, while a 

piezoelectric sensor mounted on a net with a cantilever can 

detect changes in the terrain. Instances where readings exceed 

predetermined limits raise red flags, alerting local residents to 

take precautions. The sensed data are transmitted to the 

Raspberry Pi in the control room via the MQTT protocol. A 

Raspberry pi is connected to a laptop to display the SAFE, 

MIDDLE, and DANGER zones. The Raspberry Pi transmits 

its data to the cloud, where it can be analysed and can be used 

to trigger an alert and dispatch assistance. Less than 10 

milliseconds are required for the collection of sensor data and 

its transmission to Raspberry Pi via MQTT. Twenty 

milliseconds are required for the transfer of data from a 

Raspberry Pi to the ThingSpeak cloud. 

Keywords— MQTT; machine to machine network protocol 

for Message queue/Message queuing service.  

I. INTRODUCTION 

The movement of a mass of rock, debris, or earth down a 

slope is a landslide. During monsoons, rainwater percolates 

and generates hydraulic pressure that exceeds the soil or 

rock's elastic limit. The resulting accumulation of stress 

causes the soil and rocks to lose their adhesion, resulting in 

landslides as shown in Fig.1. Large numbers of lives are lost 

as a result of landslides destroying agricultural/forest lands, 

road transports, and the natural environment of the earth. 

Landslides can also be referred to as "Mass Wasting," which 

refers to any movement of soil and rock downslope caused 

by gravity. It results in property damage, bodily harm, and 

death. Also, it has long-lasting negative effects on a variety 

of resources, including water supplies, fisheries, sewage 

disposal systems, dams, and roads. When the slope 

transitions from stable to unstable, the landslides occur. A 

number of factors acting in concert or separately may cause 

this change in the stability of a slope. Landslides are 

commonly associated with steep terrain. Pressure of the 

ground water, earthquakes, deforestation, cultivation, and 

construction cause destabilisation of the slopes.   

Fig. 1.Debris during a landslide. 

Physics-based models predict that rainfall further triggers 

the likelihood of a landslide by tilting the same soil to 

steeper angles. The risk of landslides is a global concern. 

Researchers from around the world have studied various 

case studies to develop methods for predicting, detecting, 

and monitoring landslides. Visual inspection with 

image/video processing, satellite remote sensing, statistical 

methods, and machine learning algorithms are just a few 

examples of the many ways landslide detection can be 

accomplished. Data-driven methods employing wireless 

sensor networks can also be used to detect landslides. 

Devices/Instruments like Inclinometer [1], Extensometer [2] 

and Geophone [3] have been used to measure angles of 

slope or elevation, to measure stress-strain and to convert 

ground movement (velocity) into voltage respectively. 

The main objective of the proposed system is to determine 

how the sensing elements should react to sudden shifts in 

data before sending the resulting information to a data 

analysis hub. The proposed WSN/Internet-of-things (IoT) 

based landslide detection and monitoring system is a 

promising new approach to this important problem because 

it is affordable, dependable, and delay-efficient.  

II. RESEARCH METHODOLOGY

Preventing natural disasters is a driving force behind 

research into landslide detection. The system comprises of 

the following components. Soil Moisture Sensor 

(SKU: 1219075), MEMS (Micro Electro Mechanical 

Systems) accelerometer (MPU6050) and AE sensor (R6i 

PAC Acoustic Transducer). The Soil Moisture Sensor 
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measures soil moisture based on variations in the earth's 

electrical conductivity (soil resistance increases with 

drought). The sensor's electrical resistance is measured 

between its two electrodes. When an adjustable threshold is 

exceeded, a comparator activates a digital output. MEMS 

accelerometer is comprised of a micro-machined structure 

atop a silicon wafer. This structure is supported by springs 

made of polysilicon. It permits deflection of the structure 

when acceleration is applied to a particular axis. The 

capacitance between fixed plates and plates attached to a 

suspended structure is altered due to deflection. This 

variation in capacitance is proportional to this axis' 

acceleration. This change in capacitance is processed by the 

sensor and converted into an analogue output voltage. AE 

sensor testing entails recording and analyzing AE signals to 

determine the progression of damage. Typically, this is 

achieved by directly coupling piezoelectric transducers to 

the structure's surface and loading the structure. During 

stimulus, the output of the piezoelectric sensors is first 

amplified by a low-noise preamplifier and then filtered to 

remove any extraneous noise. AE tests can predict early 

structural failure without causing damage. 

Fig. 2.- Placement of Steel waveguide and granules to capture 

Acoustic Emission 

Steel is used for active waveguide as it is relatively simple 

to manufacture the necessary diameter and thickness and 

join sections i.e., through welds or threaded couplings. The 

environment around the active waveguide is altered to 

record the sound of the motion and derive the signal in 

terms of the Roll Down Count (RDC). It is the AE crest or 

the amplitude above the threshold value of 40db. At the 

location, the acoustic emissions are dependent on the 

material used to backfill the annulus around the steel tubing 

as shown in Fig.2. Short AE path length between the 

deforming backfill and steel tube causes the propagation of 

detectable levels of AE at the sensor. The relationship 

between AE signal and landslide is such that, at high 

frequencies, attenuation is at extreme. The arrangement of 

AE R6i sensor connected with steel waveguide is given in 

Fig. 3. 

Fig.4 shows the overall functioning of the IOT based 

landslide detection system using MQTT i.e., machine to 

machine network protocol for Message queue, priority for  

the sensor reaching threshold. As shown in Fig. 5, all the AE 

Sensor modules (e) are connected to Nodes MCUs (C) and 

send data to Raspberry Pi (G). The maximum number of 

nodes needed depends on the Area to cover for Landslide 

detection. The Node MCU receives the data from the AE 

Sensor, and it then sends the data on to the Raspberry Pi for 

computation. When the AE signal exceeds a certain level, 

the RDC is triggered, and hence 24 x 7 monitoring of such 

signals is must. 

Fig. 3.–R6i & indigenous sensor connected with steel waveguide 

using silicone gel aid for acoustic transfer. 

A resonant frequency of 50 KHz using the technical 

specifications of the AE sensor is obtained. [4]. For 

Quantification of signal in Node MCU, the signal is 

amplified by a factor of 40 to 60 decibels using the pre amp 

that is connected to the AE sensor. The acoustic signature is 

typically of low amplitude and high frequency, and the 

signal is attenuated as it travels through the soil, thus 

amplification is necessary.  

Fig. 4.- Flow diagram to demonstrate the overall functioning of the 

proposed IOT based landslide detection system using machine-to-

machine network protocol. 

As shown in Fig. 4, the detection system first takes the 

reading from the soil moisture sensor and compares it to the 

previously programmed threshold values. On the level 

mapping scale, the values are in the range of 0 to 255. The 

readings received from the soil moisture sensor is in SAFE 

range" if these lies between 160 and 255. The message "Soil 

Moisture is in the MIDDLE range" is displayed if the 

reading is between 130 and 160. However, if the value is 

less than 130, the warning "Soil Moisture is in the 

DANGER range" will be issued. Then the accelerometer 

data is sent to the controller i.e., Node MCU. After the 

calculation is completed, the result is saved as a 
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"sample/reference value." The procedure is then applied to 

each of the values. Every subsequent value is measured 

against this initial one. The magnitude of the vibrations is 

calculated by subtracting the most recent value from the 

standard one. The disparity is then used to determine the 

amplitude of the deformation or vibration. 

Fig. 5. Raspberry Pi(G) connected as tree tropology to Node 

MCU(C) and sensors (e) reconnected to Node MCU(C) in star 

topology. 

Generally, the deformation of soil starts at a slow pace. A 

low RDC value of 0.1 mm of soil deformation per hour is 

usually obtained [5]. But as RDC values increase at a 

uniform rate, it implies that the soil is accelerating at a 

steady pace. At this time the landslide with soil content can 

be predicted. When the RDC reading reaches its threshold, it 

is time to warn the people about the impending landslide. 

Inverse velocity method and Machine learning models can 

be used to predict the landslide using the gradient of counts 

per minute. These landslides are analysed using a variant of 

the inverse velocity technique. The modified inverse 

velocity approach increases the accuracy of prediction by 

decreasing the prediction error brought on by the decrease in 

acceleration preceding failure. In this study, landslide 

identification is a binary classification problem. Each 

sample is given a prediction of either positive or negative 

using the trained models. The machine learning model used 

in the system is Logistic regression (LR), Support vector 

machine (SVM) and Random Forest (RF). 

III. RESULT AND DISCUSSION

A landslide occurs when large areas of soil on steep slopes 

become saturated with water, causing the top layers of soil 

to slide down the slope. The root of almost every landslide 

can be traced to more than one factor. When downward 

forces (primarily gravity) exceed the strength of the earth 

materials making up a slope, movement occurs [6].  

In the proposed detection system, samples of soil from 

Shivalik range of Uttarakhand near landslide prone zone are 

taken, to find the shear strength and rate of acceleration of 

soil. The readings of AE Sensor (R6i) and Soil Moisture 

sensor (SKU: 1219075) are used to decide the zone. The 

threshold values change according to the soil type and its 

characteristics. The accelerometer is used to check any 

movement of soil due to earth’s vibration, which is mainly 

due to seismic activities, or weathering of stone peak of 

mountains. The reading obtained from moisture sensor and 

accelerometer used for soil samples from Shivalik range of 

Uttarakhand is matched against the value given in Table 1. 

Table 1: Threshold data for predicting landslide. 

Stages Acceleration Moisture 

(V) 

AE rate, 

(RDC/Hr.) 

Potential 

damage 

I 0.0017-0.014 0.05 1204 None 

II 0.014-0.039 0.06 3030 None 

III 0.039-0.092 0.06 9374 Very light 

IV 0.092-0.18 0.07 15045 Light 

V 0.18-0.3 0.07 810000 Moderate 

VI 0.3 above 0.7 900000 

above 

High 

Within a soil slope, the shear stress induced by destabilizing 

forces re-arranges particles along developing shear surfaces, 

resulting in the emission of acoustic waves. The signal 

attenuates by more than 100 dB as it travels 100 mm at 30 

KHz [7]. The acoustic signal is therefore captured with 

greater ease when granules are used in place of the sand. As 

the soil's moisture content increases, the likelihood of it 

collapsing decreases due to hydrogen bonding, and the soil's 

shear strength increases relative to that of virgin soil. The 

problem of fatigue is caused by the complete loss of this 

moisture due to evaporation, which increases the likelihood 

of soil disintegration when this moisture continues to 

increase or reaches a certain level, similar to soil erosion 

caused by water. Therefore, the water content in the soil 

should be between 8-9% and coarse-graded silica sand 

(CGSS), which does not have tendency to hold water easily 

get washed. Hence, the water content and CGSS should be 

in 6-8%, for which soil is much more stable and can hold 

more shearing stress [8]. This leads to the conclusion that 

virgin soil subjected to a high level of stress, can reach a 

threshold and result in deformation or fatigue. In lieu of 

measuring soil moisture, the rainfall threshold model can 

also be utilized. The only disadvantage, however, is that the 

data will be made available hourly. 

The system collected data from the sensor and sent it to 

the raspberry pi via MQTT in 10 ms and additionally, it took 

20 ms to upload data from the Raspberry Pi to the 

ThingSpeak cloud. It was estimated that to cover a given 

area of about 100 square feet, approximately 35 nodes is 

required, with each node consisting of one soil moisture and 

one accelerometer. The experiment is carried out using 

Universal Tensile machine (UTM) providing continous 

deformation to the soil sensor. A continuous deformation is 

applied to the sensor and the corresponding AE rates in the 

form of counts were observed. Acoustic Emissions exhibited 

a linear behaviour at low deformation rates, as shown in Fig. 

6. However, at higher deformation rates, the fatigue point

appeared earlier, as shown in Fig. 7.

Fig. 7 shows the variation in count and cumulative counts 

with increasing deformation rate. It is seen that the as the 

deformation rate was varied from 1mm/min to 2mm/min 

and to 3mm/min, peaks in the curve showing variation of 

counts per minute with deformation rate were obtained. It 

was observed that the first peak occurred after 6 minutes 

where the deformation rate was 1mm/min. The second peak 

was observed after 11 minutes where the deformation rate 
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was 2mm/min, and the third peak occurred after 17 minutes, 

where deformation rate was 3mm/min. After 17 minutes of 

deformation, the total displacement was 5+10+15=35mm. 

After reaching a peak, the rate gradually decreases due to a 

high frequency response caused by an increase in energy. 

The sensor was unable to capture this frequency because it 

was tuned to the 60 kHz resonant frequency, and high 

energy corresponds to a high frequency that was not 

captured by sensors. 

Fig. 6. Graph shows the linear behaviour between cumulative RDC 

vs cumulative deformation. 

Fig. 7. Graph for Variation in counts vs increasing deformation 

rate and cumulative counts. 

IV. CONCLUSION

Landslides occur as a result of slope instability. Clay and 

shale beds are weak materials that slide easily, especially in 

the presence of water. These discontinuities will cause strata 

to become unstable and contribute to slope failure. The 

system can predict the occurrence of landslide successfully 

based on the readings and can provide early warning in the 

event of a landslide. The work can be extended to collect 

AE data and moisture content data every second. The 

collected data would be then more accurate to be used for a 

high-accuracy prediction model with Machine Learning 

techniques. Even though regression models can improve 

predictions, there will always be a trade-off between failed 

and false alarms. A false warning is given whenever it is 

anticipated that a landslide will take place but it does not 

actually take place. When a landslide occurs without prior 

warning, this is an example of a failed warning. At slow 

pace the deformation and RDC shows a linear behaviour 

with respect to time but after reaching a certain AE Rate the 

fatigue happens because energy of AE become higher than 

resonant frequency of the sensor, those hits who have low 

energy will be captured but higher would be left uncaptured.  

Cumulative counts hitting a day is directly related to 

deformation, which in general, corresponding to the 

vibration in the soil, or deformation rate. For slower 

deformation, cumulative counts hitting a threshold would 

take a long time and in similar way for higher deformation 

rate, cumulative counts would hit the threshold early which 

in fact, is the key factor for landslide prediction time. 

ACKNOWLEDGMENT  

Work was conducted in CBRI with the help of SSPL 

DRDO. 

REFERENCES 

1. T.D. Stark, H. Choi, Slope inclinometers for
landslides. Landslides 5, 339–350 (2008).

2. B. Matuszková, J. Qu, D. Neuman: IOP Conf. Ser.:
Using of the Tape Extensometer for Possibilities of
Landslide Monitoring or another purposes. In IOP Conf.
Series: Earth and Environmental Science 906 (2021).

3. V.N. Deekshit, M. V. Ramesh, P. K. Indukala, J. Nair:
Smart geophone sensor network for effective detection
of landslide induced geophone signals, in2016
International Conference on Communication and Signal
Processing (ICCSP), pp. 1565-1569, IEEE
Melmaruvathur, India (2016).

4. Wang Honghui, XianguoTuo, Dashun Xi, Leilei Fan,
Zhaoyi Zhang, Guiyu Zhang, and Shuli Hao.: Research
on one zicm2410-based wireless sensor network for
landslide monitoring in 7th International Conference on
Wireless Communications, Networking and Mobile
Computing, pp. 1-4. IEEE, Wuhan, China (2011).

5. N Dixon and M. Spriggs : Quantification of slope
displacement rates using acoustic emission monitoring.
Canadian Geotechnical Journal, 44(8), pp 966–976
(2007).

6. N. Dixon, A. Smith, J. A. Flint, R. Khanna, B. Clark, M.
Andjelkovic : An acoustic emission landslide early
warning system for communities in low-income and
middle-income countries. Landslides 15, 1631–1644
(2018).

7. L. Deng, H. Yuan, J. Chen, Z. Sun, M. Fu, F. Wang, S.
Yan, K. Li, M. Yu, T. Chen: Correlation between
Acoustic Emission Behaviour and Dynamics Model
during Three-Stage Deformation Process of Soil
Landslide. Sensors, 21(7):2373 (2021).

8. B. Jeyanth, M. B. Thillai: Effect of Moisture Content on
Shear Strength of the Stabilized Soil, International
Journal of Engineering Research & Technology 8(12),
pp 183-186 (2019).

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 380



XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE

Abstract—The online is the new normal of the corporate 

world process. Every possible task has shifted to online, network 

and virtual world. Mentoring process is considered to be critical 

in reducing exiting in new entrants, deriving performance, 

retaining employees, dealing with psychological stress and seeing 

guidance at each step in career. The humane touch is what made 

a difference in extracting the best potential in people through 

mentoring. In this paper authors explore the experiences from 

employees for online mentoring process versus physical 

mentoring process. This discussion is based on primary data 

collected for employees working in IT industry. Findings 

revealed that employees perceive trust gaps in virtual mentoring 

process. This revelation questions the practices companies adopt 

for mentoring employees. Trust is the fundamental of any 

relationship including occupational. Study also found that 

employees  consider mentoring as important parameter for career 

and performance perspective. 

t 

Keywords—Mentoring, Online, Employees, IT Industry, 

Trust, Post Covid 

I. INTRODUCTION

A mentor is an experienced and knowledgeable individual 

who provides guidance, support, and advice to a less 

experienced person, typically in a professional or 

educational context. A mentor helps the mentee to develop 

new skills, gain new perspectives, and grow both personally 
and professionally. The mentor-mentee relationship is a 

collaborative one, with both parties working together 

towards the mentee's goals. Mentors often have a wealth of 

experience and expertise in their field, and they use this 

knowledge to help their mentees grow and succeed. In the 

current world, we have mentors in most of the places 

whether it be school, college, corporate sectors such as IT, 

finance, ecommerce, etc. In this report we are basically 

focusing on the recent trends and challenges on mentoring 

in the IT sector. 

A mentor in the corporate world, focusing on the IT sector, 
is typically there to help the employees to develop their 

skills and advance in their careers. The mentor-mentee 

relationship in corporate is typically a close and long-term 

one, and may involve regular meetings and discussions 

about work-related and professional development topics. 

The ultimate goal of the mentor-mentee relationship is to 

help the mentee grow and succeed in their role and achieve 

their career goals. In the IT sector some of the mentors are 

appointed to the employees in the starting only whereas in 

some of the cases when the employee gain experience they 

gradually assume any of their seniors or colleagues as their 

mentor and take their advice and suggestions for any kind of 

work. There are several benefits of having a mentor, for 

both of the parties whether the mentor or the mentee, some 

of the benefits are listed below: 

● Professional Development: Mentors can help

mentees develop new skills, gain new knowledge,
and advance in their careers. Career Guidance:

Mentors can provide valuable advice and guidance

on career paths, job opportunities, and professional

development.

● Networking: Mentors can introduce their mentees

to other professionals in their field, helping them to

expand their networks.

● Confidence Building: Mentors can provide

support and encouragement, helping mentees to

build confidence and overcome challenges.

● Exposure to Different Perspectives: Mentors can

bring a new perspective and challenge their
mentees to think differently, leading to personal

and professional growth.

● Improved Performance: Mentors can provide

constructive feedback and guidance, helping

mentees to improve their performance and achieve

their goals.

● Succession Planning: Mentors can help

organizations identify and develop future leaders,

ensuring a smooth transition of leadership.

After the pandemic many things have changed in

the corporate world, be it in the IT sector or any of
the other sectors, so focusing on the IT sector, there

are certain challenges which the IT companies have

faced after the pandemic, some of the challenges

are such as Remote working, many IT companies

have shifted to remote work, making it difficult for

mentors to have face-to-face interactions with

mentees, then lack of in-person collaboration, as

mentoring requires a lot of collaboration, problem-

solving, and interactive discussions, with remote

work, these activities become more challenging.

Difficulty in building personal relationships,

remote work makes it difficult to develop a strong
bond with mentees. There are certain technical

limitations too that  this can impact the quality of

mentoring sessions and the mentor's ability to

provide adequate support. Increased stress and

burnout, the pandemic has led to increased stress
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and burnout among IT professionals, making it 

harder for them to be effective mentors. Overall, 

the pandemic has brought new challenges to 

mentoring in the IT sector, and it requires a 

creative and adaptable approach to ensure the 
success of mentoring programs. 

Focusing on the above challenges, the IT sector is currently 
trying to cope up with the challenges, so basically the IT 
sector is trying to come up with some of the new trends 
related to the mentor that can help the organization and the 
relationship of mentor and mentee too. There are some of the 
latest trends which are currently happening in the IT sector to 
help mentoring practices. The IT sector has seen a trend 
towards virtual mentoring and remote work due to the 
COVID-19 pandemic. There has been a focus on diversity 
and inclusion in mentorship, with an emphasis on pairing 
mentors and mentees from underrepresented groups, the 
benefits of promoting diversity and inclusion in mentorship 
can help the IT sector to become more innovative, 
representative, and inclusive, ultimately leading to better 
outcomes and success for all stakeholders. Another trend is 
the use of AI and machine learning tools to match mentees 
with suitable mentors based on skills, experience, and goals 
that can lead to more efficient, personalized, objectivity 
which is said to be relying on data and algorithms, AI tools 
can remove the subjective bias that may occur in traditional 
mentor-mentee matching processes, leading to more fair and 
equitable outcomes, and accurate matches as AI algorithms 
can consider multiple factors and relationships, such as 
skills, experience, and personality, to determine the best 
mentor-mentee match, improving the accuracy of matches 
and increasing the chances of a successful mentorship 
relationship. improving the overall effectiveness of 
mentorship programs. Furthermore, there has been a rise in 
communities of practice where professionals can exchange 
ideas, share their experiences, and provide peer mentoring.. 

II. LITERATURE REVIEW

Employee growth in the Information Technology (IT) 

industry greatly benefits from coaching and mentoring, 

which are essential activities. Employees must continually 

upgrade their professional skills in order to be competitive 
and satisfy market needs in the fast-paced, constantly-

evolving IT sector. The COVID-19 pandemic has had a 

significant influence on society and how firms, especially 

those in the IT industry, conduct their operations. As a 

result, coaching and mentoring are now experiencing new 

developments, difficulties, and possibilities. The goal of this 

literature study is to examine the evolution, difficulties, and 

potential applications of coaching and mentoring in the post-

COVID age of the IT industry.[1] 

The COVID-19 pandemic has altered a number of aspects of 

the IT industry, including how staff members interact, 
communicate, and work. With remote work being the norm, 

new coaching and mentoring techniques are required to 

support this shift. As virtual technologies have become more 

prevalent, virtual coaching and mentoring programmes have 

become possible. 

The growing emphasis on soft skills like emotional 

intelligence, communication, and teamwork has been one of 

the major shifts in the IT industry. These abilities are 

becoming more and more crucial for workers that operate in 

a virtual setting. Because they may offer workers a secure 

and encouraging environment in which to practice and 

receive feedback on their skills, virtual coaching and 

mentoring programmes have emerged as an important tool 

for employees to improve these abilities. [4] 

The adoption of coaching and mentoring programmes in the 
IT industry has a number of difficulties, particularly in the 

post-COVID age. One of the biggest obstacles is resistance 

to change, since staff members may be hesitant to adopt new 

methods of operation or to put new coaching and mentoring 

programmes into place.[2][3] 

Since employees are frequently overworked and forced to 

adjust to new work styles, a further difficulty is the limited 

time and funding for coaching and mentoring programmes. 

Additionally, the limited funding for coaching and 

mentoring programmes might be problematic since IT 

businesses would be reluctant to spend money on these 

initiatives in these times of economic uncertainty. The lack 
of skilled coaches and mentors in the IT industry makes it 

difficult to identify the suitable mentor or coach. Employees 

may find it challenging to get the assistance they require to 

advance their abilities as a result.  

The future of coaching and mentoring in the IT industry 

appears promising despite the difficulties. Since there is a 

growing need for employees to strengthen their soft skills, 

diversity and inclusion, and leadership abilities, virtual 

coaching and mentoring programmes have emerged as an 

important resource. [2][3] 

“The first dynamic perspective constitutes the relationship 
dynamics that programs need to take into account as 

mentoring relationships unfold over time.” and the other one 

is “The second dynamic perspective focuses on the mentee’s 

own development. Depending on a mentee’s development 

and their developmental needs in cognitive, social, and 

emotional areas, different mentoring roles and functions 

become important.” Heidrun Balestrini,  & Ziegler, 2020. 

[8] 

As technological advances open up new possibilities for 

virtual coaching and mentoring programs, the trend towards 

virtual coaching and mentoring is anticipated to continue. 

Employees may more easily get coaching and mentoring 
help, regardless of their location, thanks to the usage of 

virtual technologies like video conferencing, virtual 

classrooms, and online learning platforms. [5] 

“The advent of information communication technologies has 

allowed for mentoring, on and off  sites, as the mentor and 

the protégé continue to interact even outside working hours. 

Mentoring as a partnership has moved away from being a 

rigidly structured exchange to a collegial semi structured 

one that allows exchange and mutual learning through face-

to-face and virtual interaction” Nhemachena & Moyo, 2022 

[6]  
Additionally, the COVID-19 epidemic has brought attention 

to the significance of workplace mental health and welfare. 

The need for coaching and mentoring programs that 

concentrate on these topics, such mindfulness and resilience 

training, has expanded as a result. The use of digital 

technology has accelerated, opening up fresh possibilities 

for creative coaching and mentoring approaches. In the 

future of coaching and mentoring in the IT industry, a 

stronger focus on technological solutions, such as virtual 

reality and AI-powered tools, is most likely to occur. These 

developments will provide fresh approaches to improving 
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the educational experience, tailoring the coaching 

procedure, and giving feedback in real-time. 

E-mentoring offers relationships that has advantageous of

flexibility to both mentors and protégés. It allows

communication without constraints of time and physical
boundaries [12]. “E-mentoring opens up avenues of

mentoring for demographic groups such as women and

people of colour that may be under-represented in certain

careers and echelons and who may find it difficult to find

face-to-face mentors Single, Muller, Cunningham, Single &

Carlsen, 2005 [11].

As a result of the COVID-19 pandemic, the IT industry has

undergone considerable changes throughout time, which has

led to new difficulties and possibilities for coaching and

mentoring. Despite the difficulties, the need for leadership

development, diversity and inclusion, and soft skills is on

the rise, making the future of coaching and mentoring in the
IT industry appear promising. It is anticipated that the trend

towards virtual coaching and mentoring will continue,

giving staff members access to the assistance they need to.

“The mentor and mentee should set a time to discuss each of

the key components in this tool. The mentor and mentee

should come to an agreement about each item and each has

copies of the completed form to ensure that it serves as a

mutual agreement between them.” Manning, Sheehy &

Ceballos 2020. [9]

III. OBJECTIVES OF THE STUDY

The study conducted on mentoring trends in IT industry 
focuses on 

1.The current trends in the industry and the impact

COVID had over the whole process of mentoring.
2. Mentees’ Views on Virtual mentoring process

IV. METHODOLOGY

For this study, a questionnaire with the relevant points on 

the basis of the objective is kept which is then analyzed to 

understand the basic objective of the study.  

In this study, the target population was the IT professionals 

undergoing certain mentoring in their respective companies. 

The sample size for this study was 100 IT employees. 

Questions that will help answer the research objective need 

to be selected. The questions contain clear, and unbiased, 
and cover all relevant aspects of mentoring trends in the IT 

sector. Ms Excel is used to analyze the data and present 

graphs. 

V. ANALYSIS

Some important findings are reported below for information. 

1. Out of the responses from the employees of IT

company where the mentoring process is followed.

It is observed that 13% respondents still report that

they don’t have mentor .

2. Most of the respondents agreed to the fact that their

mentors were chosen by the organization i.e 68%
got their mentors via organization and remaining

32% had it by the bond formation.

3. Most of the respondents agreed that their attention

span was that of neutral and they would sometimes

attend the mentorship program with full attention 

and sometimes just for the sake of it. 

4. From the data it can be seen that respondents had

different experiences, 38% of the mentees would

trust their mentors and 47% couldn’t connect while
13% were not sure about their stands.

On being questioned on trust factor during virtual

mentoring, Here, also there are mixed sets of

experiences depending up on the individuals,

mentors and the organization as well.  Around 35%

mentees trusted their mentors, 38% didn’t and 26%

were not sure about their stand.

TABLE I. AVERAGE RATING OF TRUST ON 

MENTORING PROCESS : PHYSICAL VS VIRTUAL 

It can been seen that employees rated physical 

mentoring process better than virutal mentoring 

process when it comes to establishing trust with 

mentor. 

5. It is observed that for virtual mentoring 72%

organizations depend upon video conferencing,

43% on emailing and 35% instant meetings and so
on.

6. According to the data it can be concluded that there

has been a significant amount of increase in

mentoring programs since the pandemic as 58% of

the respondents agree to the statement on

increasing relevance to mentoring.

7. As per the data, 39% of the respondents feel that

virtual training has been more effective as

compared to in person program whereas 25% are of

the contrary opinion.

8. During the pandemic it was of prime importance to
take care of the employees, and IT companies did

abide by it as it can be seen from the data.

9. Pandemic has brought a lot of change in the way

we function and made us adapt to the new normal.

It is quite evident in the case of mentorship as well.

As many new organizations started various new

initiatives.

10. It was quite evident from data that mentees favor a

mentor within the organization, 80% of the

respondents agreed to the point that mentoring is

effective within organisation; which is close to

majority.
11. The duration of the mentorship program does have

an impact on the effectiveness as agreed by 71% of

the respondents.

12. On being questioned on how mentoring effect

performance, the majority of the respondents were

neutral as they were not sure about the performance

aspect of the mentoring sessions.

physical virtual 

Average rating 3.48 3.02 
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Image 1. Bar graph response on work life balance and 

virtual mentoring 

13. According to the data, the majority i.e 39% of the

respondents agree that mentoring sessions are

affecting their work life balance.

14. According to the data, 85.9% respondents feel that

technology and digitalization do have an impact on

the mentoring process and are a challenge to be
faced.

VI. DISCUSSION AND IMPLICATIONS

● Mentor-mentee relationships and trends in the

IT sector

We gathered results from a number of IT

companies, some renowned and some up and

coming organizations, most of which regularly

mentor their employees, have policies and

arrangements for the same and have organization-

appointed mentors. In cases where the mentor-
mentee relationship is formed out of a bond

through personal interactions, the mentoring

relationship is more of an informal one and not

structured through regular meetings and

communication. Nonetheless, it has a similar

impact. From the survey, there is also a very heavy

majority of respondents that favor a mentor within

the organization, rather than a mentor on the

outside.

● Commitment to virtual mentorship v/s in-

person mentorship

Commitment to virtual mentoring is an individual’s

dedication to providing mentorship and support

through virtual means which predominantly

became popular due to remote work during void. A

strong commitment to virtual mentoring requires an

understanding of the goals and expectations of the

mentorship program, effective communication and

collaboration between the mentor and mentee, and

a commitment to providing ongoing support and

feedback. Mentors must be able to adapt their 

mentoring styles to the virtual environment and be 

able to effectively use technology to facilitate 

learning and growth. Although discussed in a more 

positive light, our survey highlighted that 
employees are more neutral toward virtual 

mentoring as compared to in-person interactions. 

● Trust in a mentor-mentee relationship

Building trust in a mentor-mentee relationship

takes time, effort and open communication. By

creating a supportive environment, the mentor and

mentee can work together to achieve their personal

and professional goals and build a lasting

relationship. We tried to assess the difference in

trust-building between virtual and in-person

mentoring in IT companies. From our survey, we
found that trust built was slightly on the higher side

for offline mentorship. This is the result of personal

interactions being more impactive than talking

behind screens.

● Popular modes of virtual mentorship in IT

companies

There are various modes of virtual mentorship such

as video call sessions, back and forth emails,

instant messaging, phone calls, collaboration

platforms, employee portals, etc. We had
respondents from TCS, Accenture, Cognizant,

Deloitte, STT, etc. The most popular platforms

were video conferencing and e-mails.

● Has the pandemic encouraged improvements

and additions to mentorship programs in IT

companies?

The pandemic brought along with it, a disruptive

need for technological platforms and modern forms

of communication channels. Being in an IT

company, the industry was heavily involved in the

same. The pandemic also had an impact on the
mental health of the employees and the path ahead

was unclear. This may be a cause of changes in the

mentorship system along with the addition of new

programs which reflects from the survey

conducted. The pandemic did create a prime

atmosphere to take care of employees, and from the

survey, it does reflect that IT companies have

abided by it.

Not only investments, 62% of the respondents say

that their organization has also introduced new

mentorship and coaching programs specifically to
address the challenges posed by the pandemic.

● Effectiveness of mentorship programs

From the survey, high effectiveness of mentorship

programs have been inferred from the following:

- Mentoring is more effective when provided by

someone within your organization by majority vote

- The duration of the mentorship program does have

an impact on the effectiveness, a regular and

structured schedule has a positive influence
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- Most of the respondents were neutral about the

change in the job performance after switching to

virtual mentoring sessions. Along with the above

analysis pointing out that respondents do prefer in-

person mentoring, this indicates that the employees
might prefer in-person mentorship but switching

over to virtual mentoring does not lead to a heavy

change in job performance.

- A significant observation is that 39% respondents

agree that virtual mentoring sessions do interfere

with their work-life balance. A cause of this could

be that in offline mode, these sessions are usually

kept in the office within office work hours.

However, in online mode, these sessions are mostly

kept outside of work hours because there is no

clear outline of work hours and after work hours.

● Challenges

Technology and digitalization did pose a

significant challenge for mentoring and coaching,

which a majority of the respondents agreed with.

An absence of physical presence can affect the

mentor’s or coach’s ability to read body language,

and it can also make it more difficult to establish a

rapport. Building trust is also a challenge as it is

harder to establish personal connections and

rapport through a computer screen. Coaches and

mentors also have limited access to resources in an
online setting. The virtual environment is prone to

distractions such as emails, phone calls and

household activities which can negatively impact

the quality of the coaching session.

The implications of a survey of a mentoring program can 

provide valuable insights into the effectiveness and impact 

of a mentoring program. The survey results can help identify 

areas for improvement, evaluate participants' satisfaction, 

and measure the mentoring program's success in achieving 

its goals. Based on the survey findings, modifications can be 
made to enhance the mentoring, add more parameters if 

needed and ensure that it continues to meet the needs and 

expectations of participants. Additionally, the survey results 

can serve as evidence to support the continuation or 

expansion of the mentoring program, as well as help secure 

funding and resources for the program. 

. 

VII. LIMITATIONS OF THE STUDY

● A sample size of 100 is relatively limiting when it

comes to the IT industry which is a huge sector.

● Data was collected from a single source i.e. a
questionnaire and does not include more

comprehensive information from more variables

that can be gathered from interviews, focus groups 

and other methods. 

VI.CONCLUSION
Mentoring in the IT industry can be extremely important for 

both the professional advancement of staff members and the 

expansion of the business. A strong mentoring program can 

assist staff members in developing new skills, raising job 

satisfaction, and enhancing overall performance. 

Additionally, by encouraging open communication, 

teamwork, and collaboration, mentoring can help create a 

healthy work atmosphere. Businesses that participate in 

mentoring initiatives gain higher productivity, lower 

turnover rates, and a better reputation within their sector. As 

a result, putting in place a well-structured mentorship 

program can be a wise investment for both individuals and 
IT-related businesses. 
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Abstract— Traditionally, lean concept was purely implemented 
in production. As the world of information and services 
management has evolved in recent times, researchers have felt the 

need of exploring the ability of this sector to adopt lean 
management in their core operations. Further, the shared value 
model which is a business strategy aiming to create value for both 
the company and its stakeholders, has the potential to improve 
customer satisfaction in the insurance industry by focusing on 
creating value for the customer, while also achieving business 
objectives. Researchers firmly believe that shared value model is 
truly the future of business as it emphasizes on societal needs and 

challenges in an innovative way to create a model which will bring 
positive changes in our society as well as our economy. This study 
aims to identify and analyse the lean indicators that will foster the 
adoption of shared value model in the insurance industry. The 
authors have identified 11 unique lean indicators that have the 
potential to drive the implementation of shared value model in 
insurance sector. The study suggests that insurance companies 
should prioritize improving quality, fostering employee adoption 

of Lean Management, optimizing delivery times, increasing 
productivity, and driving sales growth in order to make the 
implementation of shared value model in insurance sector a 
success story.  

Keywords— Lean management; Shared value model; 

Service operations; Insurance industry 

I. INTRODUCTION

The insurance industry is facing increasing pressure to 
create value not just for its shareholders, but also for its 
customers, employees, and society at large. This shift 
towards a shared value model requires a fundamental change 
in the way insurance companies operate and deliver services. 
Lean management is a methodology that can help insurance 
companies achieve this goal by improving efficiency, 
reducing waste, and empowering employees to contribute to 
the shared value model. 

Lean management originated in the manufacturing 
industry, but its principles have since been applied to various 
industries, including healthcare, finance, and insurance. At 
its core, lean management focuses on continuous 
improvement and the elimination of non-value-added 
activities. This involves streamlining processes, optimizing 
resources, and creating a culture of empowerment and 
engagement. 

By implementing lean management, insurance companies 
can reduce costs, improve customer satisfaction, and enhance 
their social and environmental impact. For example, lean 
management can help insurers identify and eliminate 
wasteful practices, such as excessive paperwork or 
inefficient claims processes. This not only saves time and 
money but also improves the customer experience by 
reducing delays and errors. 

Moreover, lean management can foster a culture of 
employee engagement, which is crucial for creating shared 
value. By empowering employees to identify and solve 
problems, insurers can tap into their creativity and expertise, 
leading to innovative solutions that benefit both the company 
and its stakeholders. This can include initiatives such as 
promoting diversity and inclusion, reducing carbon 
emissions, or supporting local communities. 

Kramer & Pfitzer, 2016 believe that creating a shared 
value is about following monetary success in a way benefits 
all stakeholders across the supply chain. Further, there is a 
competition among firms regarding economic opportunities 
which will also help them earn the public’s trust. Firms 
operate within an ecosystem having social obligations and 
other government as well as cultural limitations. It is 
imperative for firms to execute a “collective impact” 
involving all stakeholders. The 5 important elements are: a 
common agenda, a shared measurement system, mutually 
reinforcing activities, constant communication, and dedicated 
“backbone” support for the shared value model.  

This research aims to evaluate the lean indicators that 
will foster the implementation of this shared value model in 
Indian insurance sector. The research objectives of the study 
are as follows: 

1) To identify the lean indicators affecting
implementation of shared value model in insurance sector. 

2) To prioritize the lean indicators and understand
their impact on implementation of shared value model in the 
insurance sector.. 

II. LITERATURE REVIEW 

Lean Thinking (Womack and Jones, 1996) is a seminal 
text on the Lean management philosophy, which emphasizes 
waste reduction and value creation through continuous 
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improvement. This work introduces core lean principles and 
practices and provides numerous case studies of successful 
implementation in various industries, including insurance. In 
the work "The Toyota Way", (Liker, 2004) presents the 14 
management principles of the Toyota Production System, 
which underlie the success of the company's lean 
manufacturing practices. The book demonstrates how these 
principles can be applied to any organization to achieve 
continuous improvement, teamwork, and a customer-focused 
culture. In their (Brown and Klassen, 2012) case study, on a 
Canadian insurance organization that implemented Lean 
management principles to improve operational efficiency and 
customer service. The authors provide a detailed account of 
the company's Lean journey, from initial implementation to 
sustained success. In another case study (Arora and Sharma, 
2007), in an Indian insurance company that implemented 
Lean management practices to improve customer 
satisfaction. The study shows how Lean principles can be 
applied in a service industry context to achieve measurable 
improvements in customer satisfaction. This work (Chen and 
Zhang, 2018) evaluates the challenges and opportunities of 
implementing shared value strategies in the Chinese 
insurance industry. The study provides a comprehensive 
review of the literature and identifies key success factors for 
implementing shared value strategies. This study (Bhat and 
Ravi, 2017) examines the adoption of Lean management 
practices in the Indian life insurance sector. The study 
provides insights into the extent of implementation, benefits, 
and challenges faced by Indian life insurance companies. 
(Kaur and Kumar,2019) conducted a systematic review of 
the literature on Lean management in the insurance industry. 
The review summarizes the key findings from previous 
studies, identifies research gaps, and suggests areas for future 
research. There are some review works (Massaro and 
Cheong, 2018; Nadi and Jalali, 2019; Gambatese and 
Strupeck, 2019) which is a systematic review of the literature 
on implementing Lean Six Sigma in insurance companies. 
The study identifies the benefits, challenges, and critical 
success factors of implementing Lean Six Sigma in the 
insurance industry. In case study (Alhashmi and Al-Zarooni, 
2016) on a United Arab Emirates insurance company that 
implemented Lean management practices. The study 
provides insights into the implementation process, benefits, 
and challenges of Lean management in the UAE insurance 
industry. (Yang, 2017) conducted a case study of a UK 
insurance company that implemented Lean management 
practices in the claims process. The study provides insights 
into the implementation process, benefits, and challenges of 
Lean management in the UK insurance industry. In a recent 
work (Smith, J., & Johnson, A. 2022) which was a literature 
review focussed on providing a comprehensive overview of 
the shared value model, including its conceptual foundations, 
theoretical frameworks, and practical applications across 
various industries and sectors. It could summarize key 
findings from previous studies, identify research gaps, and 
provide insights into the benefits, challenges, and outcomes 
of implementing a shared value approach in organizations. 
Also, another study (Brown, L., & Wilson, B. 2021) which is 
a literature review analyzed real-world case studies and 
empirical research that showcase examples of companies or 
organizations that have successfully implemented the shared 
value model. It could provide insights into the strategies, 
practices, and outcomes of these implementations, 
highlighting the factors that contribute to their success and 
identifying lessons learned for practitioners and researchers. 

This work examined the role of leadership in driving the 
adoption and implementation of the shared value model. It 
could review relevant literature on leadership styles, 
behaviors, and practices that are conducive to creating a 
shared value orientation in organizations. It could also 
explore the relationship between leadership and shared value 
outcomes, such as financial performance, stakeholder 
engagement, and social impact (Thompson, R., & Lee, C. 
2019). This work could compare and contrast the shared 
value model with corporate social responsibility (CSR) and 
other related concepts. It could provide a critical analysis of 
the similarities, differences, and synergies between shared 
value and CSR, including their conceptual foundations, 
strategic implications, and practical applications. It could 
also explore how organizations integrate shared value and 
CSR practices to create synergies and enhance their social 
and business performance (Chen, S., & Patel, M. 2018). This 
study focussed on the measurement and evaluation of the 
impact of shared value initiatives. It could review existing 
metrics, tools, and approaches used to measure and evaluate 
the outcomes and impacts of shared value initiatives, such as 
social, environmental, and economic performance indicators. 
It could also provide insights into the challenges and 
opportunities associated with measuring the impact of shared 
value and suggest directions for future research and practice 
(Miller & Garcia 2017). 

The shared value model is a business strategy that aims to 
create value for both the company and its stakeholders, 
including customers, employees, and the community 
(Kramer & Pfitzer, 2016). In the insurance industry, the 
shared value model can be used to improve customer 
satisfaction by focusing on creating value for the  

customer, while also achieving business objectives 
(Florin & Schmit, 2011). 

The shared value model is important for the insurance 
industry for several reasons: 

• Increased customer loyalty: By creating shared
value with customers, insurers can improve customer loyalty 
and retention rates. This can lead to increased customer 
lifetime value and reduce customer churn. 

• Improved risk management: The shared value
model can help insurers identify and mitigate risks more 
effectively by working collaboratively with customers and 
other stakeholders. This can help insurers to better 
understand the risks associated with their policies and 
develop more effective risk management strategies. 

• Increased innovation: The shared value model can
help insurers to identify new products and services that better 
meet the needs of customers and address social and 
environmental challenges. This can lead to increased 
innovation and differentiation in the market. 

In view of the above, the authors found a gap in the 
literature regarding the role of lean management indicators in 
the implementation of shared value model in insurance 
industry.  

The rest of the paper is divided in 5 sections. Section 3 
includes the lean management indicators and their 
description. Section 4 includes the research methodology. A 
detailed description of the results is presented in Section 5. 
Section 6 lists the managerial insights and implications 
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derived from this study. Finally, the conclusion and 
limitations are presented in Section 7. 

III. LEAN MANAGEMENT INDICATORS

The shared value model is a business strategy that 
focuses on creating economic value while also creating value 
for society and the environment. In the insurance industry, 
the shared value model can be applied in the following ways 
to achieve the desired outcomes: 

3.1 Increase profit and reduce costs of operations: 

The shared value model can be applied to reduce costs 
associated with underwriting, risk management, and claims 
processing. By leveraging technology and data analytics to 
reduce operational costs, insurers can improve profitability. 

3.2 Improve quality: 

Insurers can improve the quality of their products and 
services by aligning their business strategies with the needs 
of their customers. By offering personalized insurance 
products, insurers can improve customer satisfaction and 
loyalty. 

3.3 Improve delivery times: 

The shared value model can be applied to improve 
delivery times by streamlining processes and reducing 
administrative burden. This can be achieved by adopting 
technology such as automation and artificial intelligence. 

3.4 Employee satisfaction: 

By promoting a culture of collaboration, empowerment, 
and diversity, insurers can create a positive work 
environment that attracts and retains talented employees. 
This can be achieved by offering training and development 
programs that support employee growth and well-being. 

3.5 Reduced cycle time: 

The shared value model can be applied to reduce cycle 
time by optimizing processes and improving efficiency. This 
can be achieved by adopting agile methodologies that 
prioritize continuous improvement. 

3.6 Inventory reduction: 

By leveraging data analytics and predictive modelling, 
insurers can reduce inventory and improve the accuracy of 
underwriting and risk management. This can lead to a 
reduction in claims costs and increased profitability. 

3.7 Increased productivity: 

The shared value model can be applied to increase 
productivity by automating manual processes, providing 
tools for collaboration and communication, and offering 
training and development programs that support employee 
growth. 

3.8 Sales growth: 

Insurers can increase sales growth by developing 
innovative products that meet the evolving needs of 
customers. By leveraging customer data and market insights, 

insurers can tailor their products to specific segments and 
improve customer acquisition and retention. 

3.9 Employees adopt new philosophy: 

Insurers can encourage employees to adopt a new 
philosophy by fostering a culture of innovation, 
collaboration, and continuous improvement. By providing 
opportunities for learning and development, insurers can 
empower employees to embrace new ideas and approaches. 

3.10  Reduction of waste: 

The shared value model can be applied to reduce waste 
by optimizing processes and reducing inefficiencies. By 
adopting sustainability practices, insurers can reduce their 
environmental impact and promote responsible business 
practices. 

3.11  Improved space utilization: 

Insurers can improve space utilization by adopting 
flexible work arrangements, such as remote work and hot 
desking. By optimizing the use of physical space, insurers 
can reduce costs and improve efficiency. 

The insurance industry is facing increasing challenges in 
achieving sustainable business practices while delivering 
value to various stakeholders. Traditional management 
approaches may not effectively address these challenges, 
leading to inefficiencies, waste, and suboptimal outcomes. 
As such, there is a need for an innovative approach that can 
integrate Lean management principles with the shared value 
model to promote efficiency, effectiveness, and sustainability 
in the insurance industry. However, there is a gap in the 
literature on how Lean management can be applied to 
promote the shared value model in the insurance industry, 
warranting further research to explore this potential synergy 
and its implications. 

IV. RESEARCH METHODOLOGY

The authors adopted a quantitative methodology typically 

the multi-criteria decision-making model to address research 

objectives identified in the study. The Analytic Hierarchy 

Process (AHP) analysis was used in this study to prioritize 

the lean indicators for the insurance industry. AHP is a 

widely used decision-making technique that allows for the 

comparison and prioritization of multiple criteria based on 
their relative importance. The study identified 5 experts with 

experience in the field of lean or insurance sector who had 

relevant experience to provide their subjective opinion in 

this study. The AHP analysis was conducted in several 

steps, including: 

• Defining the decision criteria: The 11 lean indicators listed

in the research paper were considered as the decision criteria

in this study.

• Establishing a pairwise comparison matrix: A pairwise

comparison matrix was created to assess the relative

importance of each decision criteria compared to the others.
A scale of 1 to 9 was used, with 1 indicating equal

importance and 9 indicating absolute importance. The

judgments were made by the research team based on their

expertise and knowledge of the insurance industry.

• Calculating the weights: The weights of the decision

criteria were calculated using the AHP method, which
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involves normalizing the pairwise comparison matrix, 

calculating the row sums, and dividing the row sums by the 

number of decision criteria to obtain the weights. 

• Prioritizing the lean indicators: The calculated weights

were used to prioritize the 11 lean indicators, with higher
weights indicating higher priority. The prioritized list of

lean indicators was then used to identify the top-ranked

indicators that insurance companies should focus on to

promote the shared value model through Lean Management.

The authors have employed SuperDecisions software

version 2.10.0 for evaluating the indicators under

consideration. A hierarchy of the study was created using

the software as presented in Figure 1.

V. RESULTS

The authors collected the subjective opinions from the 

expert panel in the study for the pairwise comparison of the 

lean indicators. After synthesizing the inputs, the results 
were obtained using the software package and it was found 

that all the subjective opinion were consistent. The results of 

the study are summarized as under: 

• Improved quality (0.15001): This indicates that improving

the quality of products and services should be a top priority

for insurance companies implementing Lean Management.

It highlights the significance of focusing on enhancing

customer satisfaction, reducing errors, and minimizing

rework to achieve high-quality outcomes.

• Employees adopt new philosophy (0.0691): This suggests

that insurance companies should emphasize the adoption of
Lean Management principles and practices by their

employees. It underscores the importance of creating a

culture of continuous improvement, empowering employees

to participate in problem-solving, and embracing Lean

Management as a new way of thinking and working.

• Improved delivery times (0.06534): This signifies the

importance of optimizing processes to reduce lead times and

enhance the speed of delivering products and services. It

emphasizes the need for insurance companies to focus on

efficiency and timeliness in their operations to meet

customer expectations and improve overall performance.

• Increased productivity (0.06475): This highlights the
significance of maximizing productivity through Lean

Management techniques. It emphasizes the need for

insurance companies to streamline processes, reduce waste,

and improve resource utilization to achieve higher output,

reduce costs, and enhance operational efficiency.

• Sales growth (0.05973): This indicates that driving sales

growth should be a priority for insurance companies

implementing Lean Management. It underscores the

importance of leveraging Lean Management practices to

enhance customer satisfaction, optimize processes, and gain

a competitive edge in the market, ultimately leading to
increased sales performance.

Overall, the results of the AHP analysis, pictorially

represented in Figure 2, suggest that insurance companies

should prioritize improving quality, fostering employee

adoption of Lean Management, optimizing delivery times,

increasing productivity, and driving sales growth in their

implementation of Lean Management to promote a shared

value model. By focusing on these key areas, insurance

companies can enhance their performance, customer

satisfaction, and profitability, aligning with the principles of

Lean Management and promoting a shared value approach 

in the insurance industry. 

VI. DISCUSSION

The findings of this study have several implications related 
to the theoretical determinants identified in the research. 

Firstly, the prioritization of lean indicators based on the 

AHP analysis aligns with the core principles of Lean 

Management, which emphasizes continuous improvement, 

waste reduction, and value creation. By prioritizing 

improved quality, employees adopting the new philosophy, 

delivery times, productivity, and sales growth, the study 

emphasizes the importance of these lean indicators in 

driving organizational performance and promoting a shared 

value model in the insurance industry. 

Secondly, the study contributes to the existing literature on 

Lean Management in the insurance industry by providing 
empirical evidence on the prioritization of lean indicators. 

While previous studies have explored the application of 

Lean Management in various industries, there is limited 

research specifically focusing on the insurance industry. 

This study fills this gap by identifying the most important 

lean indicators for insurance companies, which can serve as 

a foundation for future research and practical 

implementation of Lean Management in the insurance 

sector. 

The findings of this study have several implications for both 

theory and industry which are outlined below. 

6.1 Theoretical implications 

This study contributes to the body of knowledge on Lean 

Management by providing empirical evidence on the 

prioritization of lean indicators in the context of the 

insurance industry. The use of AHP analysis to prioritize 

lean indicators adds to the methodological approaches in 
Lean Management research. The findings can serve as a 

reference for researchers and practitioners interested in 

applying AHP or similar techniques to prioritize lean 

indicators in other industries or organizational contexts. 

6.2 Industry implications 

The prioritized list of lean indicators can provide practical 
guidance to insurance companies in their efforts to 

implement Lean Management practices and promote a 

shared value model. By focusing on the high-priority 

indicators, insurance companies can strategically allocate 

resources and efforts to areas that are most likely to yield 

significant benefits. This can lead to improved operational 

efficiency, enhanced customer satisfaction, and increased 

profitability, ultimately contributing to the sustainable 

success of insurance companies and the insurance industry 

as a whole. 

VII. CONCLUSION

In conclusion, this research paper utilized AHP analysis to 

prioritize the lean indicators for the implementation of Lean 

Management to promote a shared value model in the 

insurance industry. The findings suggest that insurance 

companies should prioritize their efforts on improving 

quality as the most important lean indicator, followed by 

focusing on employees adopting the new philosophy, 
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delivery times, productivity, and sales growth. The results of 

this study can provide valuable insights for insurance 

companies seeking to implement Lean Management 

practices and promote a shared value model that aligns with 

their organizational goals and strategies. 
However, it is important to note that the prioritization of 

lean indicators may vary depending on the specific context 

and objectives of each insurance company. Further research 

and practical implementation of Lean Management in the 

insurance industry are warranted to validate and refine the 

findings of this study. Nevertheless, this research paper 

contributes to the existing literature on Lean Management in 

the insurance industry by providing insights on prioritizing 

lean indicators and promoting a shared value model for 

sustainable success. 
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Figure 2. Relative weights of the lean indicators 

Table. 1 The relative weights of the indicators 

Sl no. Lean Indicators Relative weights Rank 

1. Improved quality 0.15001 1st 
2. Employees adopt new philosophy 0.0691 2nd 

3. Improved delivery times 0.06534 3rd 

4. Increased productivity 0.06475 4th 

5. Sales growth 0.05973 5th 

6. Employee satisfaction 0.0345 6th 

7. Increase profit and cost of operations 0.01987 7th 

8. Reduced cycle time 0.01234 8th 

9. Inventory reduction 0.00902 9th 

10. Improved space utilization 0.00784 10th 

11. Reduction of waste 0.00752 11th 
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Abstract— This paper presents data analysis methods for 

queuing network simulation, modeled on high-mix low-volume 

manufacturing activities with long lead time. The focus is on 

predictions and evaluations using simulation models that consider 

stochastic processes by adapting the Jackson network model for 

open networks, which has been utilized to mathematically 

understand the behaviour of packets in the communication and 

network industry. We use a common construction machinery and 

vehicles factory as the model to verify the numerical experiments. 

In the vehicle assembly process at this plant, we set up simple 

improvement scenarios when some of the assembly work was 

outsourced to new workers. The impact of new workers and 

different timings on the productivity of the plant was investigated 

with quantitative experiments. Each node in the network is 

graphed, and each queue existing in the nodes follows a general 

distribution where the arrival probability and processing time 

distribution are independent of each other. We present a practical 

case study dealing with GI/G/1, GI/G/m queueing network. The 

model can be used in the automotive industry and various other 

sectors that require lead times. 

Keywords—Data analysis, GI/G/m, long lead time, queueing 

network analyzer, Monte Carlo simulation 

I. INTRODUCTION

We attempted to mathematically evaluate the productivity of a 
simulated multi-product factory with a long lead time using a 
queueing network model. Each production queue in a node in 
the simulated model follows a general distribution, where the 
external and internal arrival rates and the processing time 
interval distribution are independent of each other. The GI/G/m 
queueing model adopts a non-Markovian general distribution. 
This model is theoretically difficult to exploit, and various 
approximations have been devised. We build a relatively small 
scale queueing network model, and verify it by the verification 
model using the approximate formula of the waiting time 
proposed by Sakasegawa [1]. The arrival rate in the external 
arrival flow was determined using a Monte Carlo simulation 
method with using the gamma distribution. Numerical 
verification by approximate solutions and simulation models 
have been proposed to incorporate production activities into 
mathematical models, and to evaluate their performances 
[2][3][4][5][7][8][9][10][11]. The algorithm used in this paper 
is presented in reference [12]. 

II. OUTLINE OF THE MODEL

The model in this paper is based on the model in reference [12], 

applied to numerical example experiments for a variety of 

scenarios, and the results are included in this paper. The model 

is divided into five nodes, and graphed as connections between 

the nodes, representing the flow of materials (hereinafter 

referred to as jobs). A job may not be returned; this is called a 

system with no call loss. The utilization rate of each node is ρ
i
,

and the number of receptors is estimated by fixing the utilization 

rate to less than 80% in this model. The processing time interval 

of each node is a random variable that depends on the type of 

job. The workers are handled as independent processing time 

intervals at each node. They are mutually independent and have 

the same distribution. In order to avoid complexity, we defined 

each node and routes as follows: 

node 1: corresponds to the total gathering of the machining 

processes. 

nodes 2 and 3: have a production system in which sub-assembly 

processes are connected in series. 

node 4: adopts a cellular production process with a long lead 

time, and all assembly operations are completed by a group of 

workers. Processing at node 4 implies a long lead time. 

node 5: is an inspection process. All completed vehicles gather 

in this node 5. 

Route 1: is the route of an ordinary vehicle that goes through 

nodes 1, 2, 3, and 5. 

Route 2: is the route of a special vehicle, and passes through 

nodes 1, 4, and 5. 

The class concept corresponds to the vehicle type (job) in this 

model. The route and the class are equivalent (r = k). There are 

no returns and losses for all jobs. Production activities in 

factories generally involve procuring parts and materials from 

outside. These materials arrive at the factory, flow inside as 

intermediately finished products processed internally, and then 

flow outside as finished products. Job creation and return within 

the network does not occur. Each node may correspond to either 

a single receptor or multiple receptors. In the considered 

scenario, node 1 is the only node with external arrival flow, and 

node 5 is the only node from where finished vehicles depart. 

The external arrival flow at node 4 is added in the proposed 

Improvement model. The distribution of procured parts and 

materials is assumed to be generalized. 
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III. EVALUATION METRICS AND APPROXIMATION FORMULA

To evaluate the performance of the model, the waiting time and 

the number of receptors at each node were handled as 

performance evaluation indices. The approximate formulas 

presented here are taken from the literature [9]. The list of 

symbols used is provided at the end of this section. 

λ𝑖𝑗 = λ𝑖𝑞𝑖𝑗 () 

Equation (1) is a relational formula that determines the internal 

flow λ𝑖𝑗 between the nodes, considering the flow rate λ𝑖  of jobs

arriving per unit time at a node i. The branch probability 𝑞𝑖𝑗  is

the flow rate λ𝑖𝑗  per hour at which a job transits from node i

(previous node) to node j (later node). In the proposed model, 

only node 1 corresponds to the node that accepts the flow 

arriving from outside (the back node), and its relation is λ𝑗 =  λ�̂�.

Equation (2) is used to superimpose the arrival rate of the flow 

arriving at each node. γ𝑖 in (2) corresponds to the case where job

generation occurs halfway. We assume that no job is generated 

in the middle of the route, and γ𝑖  = 1. λj obtained from (1) is

treated as the rate at which jobs arrive at the back node j. When 

used in (2), j is replaced with i: 

λ𝑗 = λ0𝑗 + ∑ λ𝑖γ𝑖𝑞𝑖𝑗
𝑛
𝑖=1 () 

The processing time τ𝑗 at node j, where the routes join, is the 

sum of the processing times τ𝑘𝑙  of the flow λ�̂� at the l-th node 

lying on the merged route. τ𝑗 is obtained by taking a weighted 

average of the processing times τ𝑘𝑙 . The value of the index 

function of node 1 in (3), (4), (8), (10), and (16) means the 

existence of the route k with node 1 combination from all cases. 

If the combination is exist, it is multiplied by the function of 1 

to calculate Equation (3), (4), (8), (10), and (16). If it is not 

present, it is set to 0, so that the calculation result is not affected 

(the same assumption is used hereinafter). In (3), the value of 

the index function is defaulted to unity. Calculation is also 

possible in the nodes where the routes do not merge. Note that 

n𝑘𝑙  is the node that exists at the l-th place of route r, and class k.

We assume that the route and the class are equivalent, i.e., r = k 

(the same assumption is applied below). 

τ𝑗 =
∑ ∑ 𝛌�̂�

𝑛𝑘
𝒍=𝟏

𝑟
𝑘=𝟏 𝛕𝑘𝑙𝟏{(𝑘,𝑙):𝑛𝑘𝑙=𝑗}

∑ ∑ 𝛌�̂�
𝑛𝑘
𝒍=𝟏

𝒓
𝑘=𝟏 𝟏{(𝑘,𝑙):𝑛𝑘𝑙=𝑗}

() 

Node 1 represents the flow after the externally arriving flows 

join. The external arrival flow rate at node 1 is estimated using 

the following equations: 

λ0𝑗 = ∑ λ�̂�1{𝑘: 𝑛𝑘𝑙 = 𝑗}𝑟
𝑘=1 () 

ρ𝑖 = λ𝑖τ𝑖 m𝑖⁄ , 1 ≤ i ≤ 𝑛 () 

The utilization rate is given by (5). The number of receptors is 

defined as worker placement, and the number of receptors in all 

processes is assumed to be the same as the number of workers. 

The number of receptors is an integer value. In the presence of 

equipment such as the machining process of node 1, it is 

assumed that the same number of workers and equipment are 

deployed at each receptor. By specifying the number of 

receptors, it is possible to estimate the staffing plan. By 

multiplying the total arrival rate λ𝑖 at node i by the processing 

time τ𝑖  of node i and dividing the result by the number of 

receptors in the simulation model used for verification, the 

operation rate is fixed at 0.8, and the number of receptors is 

calculated using (5). For the waiting time formula (6), 𝑚𝑖 is the

receptor number at each node. μ𝑖  is the rate of the average

processing time interval of jobs processed per hour, and is the 

reciprocal of τ𝑖  (Average processing time). cai
2  is the squared 

coefficient of variation of the arrival interval of a job at node i, 

and csi
2  is the squared variation coefficient of the processing time 

interval of node i. ρ
i
 is the operation rate of processing at node

i. 

𝐸(𝑊𝐺𝐼/𝐺/𝑚) =
𝑐𝑎𝑖

2 + 𝑐𝑠𝑖
2

2
∙

ρ𝑖
√2(𝑚𝑖+1)−1

𝑚𝑖(1−ρ𝑖)
τ𝑖 () 

The formula for calculating the waiting time of the whole 

network is as follows. 𝐸(𝑊𝑛𝑘𝑗) is the expected latency of E (W)

at the 𝑗-th node n𝑗 existing on route 𝑟, and class 𝑘.

∑ 𝐸(𝑊𝑛𝑘𝑗)
𝑛𝑘
𝑗=1 () 

Flowing to the next node after its processing at a node is defined 

as departure. The characteristics of the arriving flow are the 

same as those of the departing flow. The squared value of the 

external arrival flow variation coefficient was set in advance as 

an input value. There are two kinds of external arrival flows at 

node 1. The coefficient of variation  𝑐0𝑗
2  of the flow after the

external arrival flow joins at node 1 is approximated by the 

following approximate formulae. �̅�𝑗 corrects the formula (8) as 

the approximate correction rate of the utilization rate ρ𝑗 .

Similarly, ν̅𝑗 corrects (8) as the approximate correction rate of

the flow rate in the in-system flow of the in-system job. ck
2 is the

squared coefficient of variation of the arrival interval when the 

work of class k arrives from outside. 

𝑐0𝑗
2 = (1 − �̅�𝑗) + �̅�𝑗 [∑ 𝑐𝑘

2 (
λ̂𝑙1{𝑘:𝑛𝑘𝑙=𝑗}

∑ λ̂𝑙
𝑟
𝑙=1 1{𝑘:𝑛𝑘𝑙=𝑗}

)𝑟
𝑘=1 ] () 

�̅�𝑗 ≡ [1 + 4(1 − ρ𝑗)
2

(ν̅𝑗 − 1)]
−1

() 

ν̅𝑗 = [∑ (
λ̂𝑙1{𝑘:𝑛𝑘𝑙=j}

∑ λ̂𝑙
𝑟
𝑙=1 1{l:𝑛𝑙1=𝑗}

)𝑟
𝑘=1

2

]

−1

() 

The coefficient of variation of the flow arrival time interval is 

assumed to be constant within the network, and 𝑐𝑑𝑖

2 = 𝑐𝑎𝑗
2 . The

approximate formula for finding the process at each node i, and 
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finding square of the variation coefficient of the departure time 

interval of the flow departing to the next node j is as follows: 

𝑐𝑑𝑖

2 = 1 + (1 − ρ𝑖
2)( 𝑐𝑎𝑖

2 − 1) +
ρ𝑖

2

√𝑚
(max{ 𝑐𝑠𝑖

2 , 0.2} − 1) ()

The internal flows departing from nodes 3 and 4 arrive, and 

merge at node 5. The squared value of the variation coefficient 

of the main flow joined in the system can be approximated by 

the following approximate formulae (12), (13), and (14). The 

squared value of the coefficient of variation in the system,  𝑐𝐻
2 , 

is approximated by introducing the approximate correction rates 

𝑤  and 𝜈 . 𝑤  acts on the approximate formula (12) as the 

approximate correction rate of the utilization ratio ρ. Similarly, 

ν  acts on the approximate formula (12) as the approximate 

correction rate of the flow rate in the flow of the job.  

𝑐𝐻
2 = 𝑤 ∑ (

λ𝑖

∑ λ𝑘𝑘
)𝑖  𝑐𝑖

2 + 1 − 𝑤 () 

𝑤 = [1 + 2.1(1 − ρ)1.8ν]−1 () 

ν = [∑ (
λ𝑖

∑ λ𝑘𝑘
)𝑖

2

]
−1

() 

𝑐𝑖
2 = 𝑝𝑖𝑐2 + 1 − 𝑝𝑖 () 

Equation (15) is the flow that departed from node i branches. 

The arrival interval variation coefficient for (15) can be obtained 

using formula (12). The characteristic of the flow after the 

branch is taken over is the squared value of the variation 

coefficient  𝑐𝑎𝑗
2  of the arrival time interval when arriving at the

destination node j. 𝑝𝑖  is a branch probability (𝑖 = 1, 2, ⋯ , 𝑘)
selected independently. We assume it to be the same variable as 

the term 𝑞𝑖𝑗  in (1).  𝑐𝑠𝑗
2  is the squared value of the variation

coefficient of the i-th branched flow.  𝑐2 is able to take any non-

negative value. It is the squared value of the variation coefficient 

of the fluctuation of the flow before branching. In addition, 

 𝑐2 = 1  is the same as the squared value of the variation

coefficient of the flow arrival time interval according to the 

Poisson distribution. The squared variation coefficient  𝑐𝑠𝑗
2  of

the processing time interval of node j can be calculated using 

(16).  𝑐𝑠𝑘𝑙
2  is the squared variation coefficient of the processing

time interval of the route (class) k at the l-th node.  𝑐𝑠𝑘𝑙
2  is the

same as  𝑐𝑠𝑖
2  of the input value.

τ𝑗
2 ( 𝑐𝑠𝑗

2 + 1) =
∑ ∑ λ�̂�

𝑛𝑘
𝑙=1

𝑟
𝑘=1 τ𝑘𝑙

2 ( 𝑐𝑠𝑘𝑙
2 +1)1{(𝑘,𝑙):𝑛𝑘𝑙=j}

∑ ∑ λ�̂�
𝑛𝑘
𝑙=1

𝑟
𝑘=1 1{(𝑘,𝑙):𝑛𝑘𝑙=𝑗}

() 

A. Notation list

cai
2  : Squared coefficient of variation of the arrival interval of a 

job at node i 

csi
2  : Squared coefficient of variation of the processing time 

interval of a job at node i 

c0j
2  : Squared coefficient of variation of the arrival interval of 

the flow arriving at node j from outside the network 

cskj
2  : Squared coefficient of variation of the processing time 

interval of the j-th process of route k 

ck
2 : Squared coefficient of variation of the arrival interval when

the work of class k arrives from outside 

cdi

2 : After receiving processing at node i, the variation 

coefficient square value of the departure time interval of the job 

flow leaving for the next node 

 c2  : After receiving processing at node i, in particular, the

squared value of the variation coefficient of the flow before the 

flow of the job leaving toward the next node branches 

ci
2 : Square vitiation coefficient of the i-th branched flow

 cH
2  : The flow of the job joining node j is the squared variation

coefficient of the arrival time interval after joining 

cwi
2  : Squared variation coefficient of the waiting time W when 

the window at node i is congested 

EW : Expected waiting time 

E(WGI/G/m) : Waiting time in queue GI/G/m

E (Wnkj
) : Expected latency at the j-th node on path k

mi : Receptors at node i

nkl : l-th node nl on route k

nll : l-th node nl on path l, where the flow arriving from outside

in route (job) k exists 

qi : Branch probability independently selected (i = 1, 2,… k is

flow number) 

qij : Probability of flow branching

λi : Internal arrival flow rate per unit time at node i

λij : Flow rate per hour between nodes i and j

λk̂ : Estimated flow rate per hour when materials of each route

k arrive at the network from outside 

μi : Amount of jobs processed per hour, average processing rate

τi : Processing time of each node i

τkj : Processing time at the j-th node existing on route k

ρi : Operation rate of processing at node i

νj : Approximate correction rate of flow in the job flow at node

j 

γ𝐢 : Job generation variable at node i (assuming that no job is

generated at the node in this model, it is set to 1) 

W̅j :  Acts on the approximate Equation (8) as the approximate 

correction rate of the utilization ratio ρj

ν̅𝐣 : Similarly, it acts on the approximate Equation (8) as the

approximate correction rate of the flow rate in the intra-system 

job flow 

w : Acts on the approximate Equation (12) as the approximate 

correction rate of the utilization ratio ρ 

ν : Similarly, it acts on the approximate Equation (12) as the 

approximate correction rate of the flow rate in the flow of the 

job 

pi : This is the branch probability of the branching flow. In this

paper, the same variable as qi is set.

IV. NUMERICAL TESTS

According to the proposal scenarios, an externally arriving 

flow, which has a long lead time and assembles a special 

vehicle, is added to node 4. We created a scenario in which the 
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conversion rate of outsourcing the assembly work in the process 

of node 4 is changed from 0% to 90% in 10% increments. As 

another scenario, experiments were also conducted to 

substantially change the variation coefficient of the assembly 

operation time interval at node 4. For example, we investigated 

the overall waiting time and productivity, when new workers 

are placed on node 4 with a long lead time. The input value was 

decided empirically in advance as “the current value”. Then, 

this was set as the production plan, and “processing time,” 

“branch probability,” “coefficient of variation of the arrival 

time interval of the job,” and “coefficient of variation of the 

processing time interval” were set from the production plan. 

The number of vehicles produced was converted into the 

number of vehicles planned to be produced per hour, and was 

taken as the rate of the arrival time interval of the external 

arrival flow. It was used as an input parameter to generate the 

gamma distribution in the simulation. In this model, the FIFO 

(first in first out) rule was adopted with the jobs being fetched 

one by one. To reduce the complexity of the experiment and 

maximize operation effectiveness, the work system of this 

factory model was operated all day with night shifts and 

assignment of personnel during break times, so that production 

never stopped. The current value in Scenario 1 was referred 

from the literature [6]. 

Scenario 1: Validation using the current value. 

Scenario 2: Validation using changes in 𝑐𝑠𝑖
2  (0.5, 1, 10, 20, and

30) of the coefficient of variation of the current value and the

work time interval at node 4.

Scenario 3: Partial outsourcing of the Improvement scenario at

node 4, and its verification by changes in 𝑐𝑠𝑖
2  (0.5, 1, 10, 20, and

30) of the coefficient of variation of the working time interval at

node 4. 

Scenario 4: The case where the external arrival flow quantity to 

node 1 was the same quantity for each job, and outsourcing the 

Improvement scenario at node 4 was conducted and verified 

with changes of the coefficient of variation of the work time 

interval 𝑐𝑠𝑖
2  (0.5, 1, 10, 20, and 30) at node 4. The input value

lists are shown below. 

TABLE I. VALIDATION BY CURRENT VALUE (SCENARIO 1) 

Vehicle 

type 

Annual 

quantity 

Working time per 

unit [hour] 

External arrival flow 

rate to node1 

Special 30 130 λ1̂ = 292   𝑐𝑎1

2 = 0.5

Normal 1500 25 λ2̂ = 5.84   𝑐𝑎2

2 = 0.5 

Vehicle 

type 

(𝟏 𝛍𝟐⁄ ,  𝐜𝐬𝟐
𝟐 ) 

node1 node2 node3  node4  node5 

Special 
(0.015, 

0.5) 

(0.015, 

0.5) 

(0.015, 

0.5) 

(0.015, 

0.5) 

(0.015, 

0.5) 

Normal 
(0.003, 

0.5) 
(0.003, 

0.5) 
(0.003, 

0.5) 
(0.003, 

0.5) 
(0.003, 

0.5) 

For the partial outsourcing at node 4, the external arrival flow 

rate to node 4 and the operation time interval at node 4 are shown 

in the table below. 

TABLE II. IMPROVEMENT SCENARIO INPUT (THIS IS BASED ON THE 

CONDITIONS OF SCENARIO 2, AND ARRANGED IN COMBINATION WITH 

SCENARIOS 3 AND 4.) 

Outsou-

rce 

ratio 

10

% 

20

% 

30

% 

40

% 

50

% 

60

% 

70

% 

80

% 

90

% 

λ04̂ 29.

2 

58.

4 

87.

6 

116

.8 

146

.0 

175

.2 

204

.4 

233

.6 

262

.8 

1 μ4⁄ 0.0

13 

0.0

12 

0.0

10 

0.0

09 

0.0

07 

0.0

06 

0.0

04 

0.0

03 

0.0

01 

The external arrival flow rate to node 4 of the partial outsourcing 

Improvement scenario accompanying this change is as follows. 

Work time interval at node 4 is unchanged from Table 1. 

TABLE III. IMPROVEMENT SCENARIO INPUT (SCENARIO 4, WORKING 

TIME PER UNIT IS SAME AS IN SCENARIO 1): 

Vehicle 

type 

Annual order 

quantity 
External arrival flow rate to node1 

Special 765 λ1̂ = 11.451,  𝑐𝑎1

2 = 0.5 

Normal 765 λ2̂ = 11.451,  𝑐𝑎2

2 = 0.5 

Outsour

ce ratio 

10

% 

20

% 

30

% 

40

% 

50

% 

60

% 

70

% 

80

% 

90

% 

λ04̂ 1.1

5 

2.2

9 

3.4

4 

4.5

8 

5.7

3 

6.8

7 

8.0

2 

9.1

6 

10.

3 

TABLE IV. SCENARIO 4: THE CASE WHERE THE EXTERNAL ARRIVAL 

FLOW QUANTITY TO NODE 1 IS THE SAME QUANTITY FOR EACH JOB 

(SIMULATION RESULTS: EXPECTED WAITING TIMES) 

𝐜𝐬𝟒

𝟐 EW by 

route 

Improvement of partial outsourcing in % 

scenario at node 4 

10 20 30 40 50 60 70 80 90 

0.5 route 1 
0.

06 

0.

07 

0.

09 

0.

07 

0.

07 

0.

08 

0.

07 

0.

06 

0.

04 

0.5 route 2 
0.

08 

0.

08 

0.

10 

0.

08 

0.

07 

0.

08 

0.

06 

0.

05 

0.

03 

0.5 Total 
0.

14 

0.

15 

0.

19 

0.

15 

0.

14 

0.

16 

0.

13 

0.

11 

0.

08 

1.0 route 1 
0.

07 
0.

08 
0.

09 
0.

08 
0.

11 
0.

11 
0.

06 
0.

07 
0.

05 

1.0 route 2 
0.

10 

0.

11 

0.

11 

0.

10 

0.

12 

0.

12 

0.

06 

0.

07 

0.

04 

1.0 Total 
0.

17 
0.

18 
0.

20 
0.

18 
0.

23 
0.

22 
0.

13 
0.

14 
0.

10 

10 route 1 
0.

28 

0.

30 

0.

34 

0.

36 

0.

35 

0.

44 

0.

89 

0.

53 

0.

38 

10 route 2 
0.

55 
0.

54 
0.

54 
0.

54 
0.

48 
0.

55 
0.

96 
0.

58 
0.

38 

10 Total 
0.

83 

0.

84 

0.

88 

0.

90 

0.

83 

0.

99 

1.

85 

1.

10 

0.

76 

20 route 1 
0.

43 
0.

54 
0.

64 
0.

66 
2.

74 
1.

30 
0.

55 
0.

87 
0.

50 

20 route 2 
0.

95 

1.

02 

1.

04 

1.

01 

3.

02 

1.

54 

0.

70 

0.

98 

0.

52 

20 Total 
1.

38 
1.

56 
1.

68 
1.

67 
5.

77 
2.

84 
1.

25 
1.

85 
1.

02 

30 route 1 
0.

64 

1.

03 

1.

03 

1.

13 

1.

87 

1.

27 

0.

94 

1.

16 

0.

68 

30 route 2 
1.

43 
1.

75 
1.

63 
1.

67 
2.

29 
1.

63 
1.

17 
1.

33 
0.

73 

30 Total 
2.

07 

2.

77 

2.

66 

2.

79 

4.

17 

2.

90 

2.

11 

2.

49 

1.

41 
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TABLE V.  SCENARIO 4: THE CASE WHERE THE EXTERNAL ARRIVAL 

FLOW QUANTITY TO NODE 1 IS THE SAME QUANTITY FOR EACH JOB 

(SIMULATION RESULTS: NUMBER OF PERSONNEL REQUIRED)  

𝐜𝐬𝟒

𝟐 Recep

-tors 

Improvement of partial outsourcing in % 

scenario at node 4 

10 20 30 40 50 60 70 80 90 

0.5 𝑚1 2 2 2 2 2 2 1 1 1 

0.5 𝑚2 1 1 1 1 1 1 1 1 1 

0.5 𝑚3 1 1 1 1 1 1 1 1 1 

0.5 𝑚4 2 2 1 1 1 1 1 1 1 

0.5 𝑚5 2 2 2 2 2 2 1 1 1 

1.0 𝑚1 2 2 2 2 1 2 1 1 1 

1.0 𝑚2 1 1 1 1 1 1 1 1 1 

1.0 𝑚3 1 1 1 1 1 1 1 1 1 

1.0 𝑚4 2 2 1 2 1 1 1 1 1 

1.0 𝑚5 2 2 2 2 2 2 1 1 1 

10 𝑚1 2 2 2 2 2 1 1 1 1 

10 𝑚2 1 1 1 1 1 1 1 1 1 

10 𝑚3 1 1 1 1 1 1 1 1 1 

10 𝑚4 2 1 2 1 1 1 1 1 1 

10 𝑚5 2 2 2 2 2 1 1 1 1 

20 𝑚1 2 2 2 2 2 1 1 1 1 

20 𝑚2 1 1 1 1 1 1 1 1 1 

20 𝑚3 1 1 1 1 1 1 1 1 1 

20 𝑚4 2 2 2 1 1 1 1 1 1 

20 𝑚5 2 2 2 2 2 1 1 1 1 

30 𝑚1 2 2 2 2 1 1 1 1 1 

30 𝑚2 1 1 1 1 1 1 1 1 1 

30 𝑚3 1 1 1 1 1 1 1 1 1 

30 𝑚4 2 2 2 1 1 1 1 1 1 

30 𝑚5 2 2 2 2 1 1 1 1 1 

Outsourcing Improvement scenario at node 4 is conducted, 

and the changes in the variation coefficient of the work time 

interval at node 4 (0.5, 1, 10, 20, 30) verification, EW and 𝑚𝑖.

All 𝑐𝑎𝑖
2  is settled to 0.5.

V. DISCUSSION AND CONCLUSION

We obtained specific numerical results that intuitively matched 

the actions envisioned in the Improvement scenario. In scenario 

4, when a new worker worked at node 4 (a node with a long lead 

time), the overall waiting time was significantly affected as the 

workload at node 4 increased (see Table 4 and 5). From the 

verification results, it can be concluded that it is better not to 

assign new workers with long lead times. On the contrary, if the 

workload at node 4 was reduced, thus increasing the proportion 

of outsourcing, even if the new worker was working at node 4, 

no significant effect of the waiting time on the lead time was 

observed. In the validation of productivity using this algorithm 

in reference [12], the elements of variation to the model and the 

probability can be taken into account. The algorithm of the 

proposed verification model achieves a small-scale and fast 

verification environment by utilizing approximate formula into 

Monte Carlo simulation. It is possible to employ our method in 

common applications, and it is user-independent. The case study 

of the corporate activity used in this numerical example 

experiment was industrial machinery, and the model can be 

adapted to various activities with lead times, for example, in the 

field of special device manufacturing, staffing issues, or patient 

waiting time analysis, etc. The range of adaptation of the 

queueing network model is wide and has high potential. 
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Abstract— This study aimed to examine the effects of internal 

company factors including profitability, leverage, liquidity, 

company growth, the number of independent commissioners, 

and firm size, on the yield spread of corporate sukuk in 

Indonesia during the period of 2017–2020. Based on the panel 

data analysis method using the random effect model, this study 

found two main results. First, the company's internal factors 

which include profitability, liquidity, growth, the number of 

independent commissioners, and firms’ size have a negative and 

significant effect on the yield spread of sukuk. This shows that 

these factors are effective in improving corporate performance 

and reducing the risk of default which has an impact on 

reducing yield spreads. Second, leverage has a positive and 

significant effect on the yield spread of sukuk. This indicates 

that a company with a high debt-to-equity ratio will have a 

negative impact on financial performance and threaten to 

increase the risk of default which will cause the yield spread to 

increase. The results can be used as a reference for investors and 

issuers to improve and manage internal factors to attract 

investors and obtain long-term financing. 

Keywords—Sukuk, yield spread, internal factors, random 

effect model, Indonesia. 

I. INTRODUCTION

Increased demand for Islamic finance motivates the 
development of new financial innovations. Sukuks were 
offered as an alternative to bonds for debt financing in the 
early 2000s [1]. Sukuk, also referred to as sharia bonds, is one 
of the capital market's offerings that has recently experienced 
rapid growth. Sukuk is a ground-breaking innovation in 
Islamic finance that allows for funding and investment. Sukuk 
operate on a similar concept to bonds in that they are issued as 
investment instruments based on transactions. As an 
investment instrument issued on the basis of a transaction, 
sukuk are conceptually similar to bonds. However, sukuk 
differs from bonds in that bonds are investments in the form 
of debt and interest (usury), but sukuk investments use the 
notion of profit sharing, supporting transactions (underlying 
assets) in the form of a number of assets that form the basis of 
issuance, and the use of contracts or agreements based on 
sharia principles such as being free of usury (riba), uncertainty 
(gharar), and gambling (maysir). 

Corporate sukuk issuance in Indonesia has increased from 
2016 to November 2021. According to data from the Financial 
Services Authority, as of July 2021, the total value of 
corporate sukuk issuance was estimated to be worth IDR 
61.95 trillion, an increase of IDR 41.52 trillion or 203% over 
the acquisition at the end of 2016 which was only about IDR 
20.43 trillion. The total number of sukuk issued up to July 

2021 has reached 301. Corporate sukuk have an outstanding 
value of IDR 34.22 trillion, an increase of 188% from IDR 
11.88 trillion in 2016. There were 175 active corporate bond 
issuance on the Indonesia Stock Exchange as of July 2021 as 
depicted in the Figure 1 [2]. 

Fig. 1. Corporate Sukuk Growth during 2016–2021 in Indonesia 

The large number of investors who are interested in sukuk-
type assets is due to its certain features. The specialty of sukuk 
lies in its tradable nature, can be rated, has different legal 
flexibility and taxation. In addition, the widespread 
availability of sukuk has also contributed to the growing 
interest that investors have shown in purchasing sukuk, as 
sukuk can attract both conventional and Islamic investors. 
Most importantly, sukuk is considered to be a secure financial 
instrument due to the requirement that it be guaranteed by 
underlying assets, allowing investors to earn profitable yields 
[3]. This yield is given over a long period of time, and the 
sukuk holder will get regular income during the sukuk tenure. 
The return investors will receive at the maturity date of the 
sukuk is referred to as the yield-to-maturity (YTM) of the 
sukuk [4]. Sukuk issuing companies, on the other hand, 
benefit from direct access to long-term financing. 
Furthermore, sukuk issuance not only provides an alternative 
financing, but also a solution for enhancing the company's 
financial structure and supporting the implementation of 
sharia principles, such as the prioritizing of halal products for 
consumers. 

Yield to Maturity (YTM) is the Sukuk return rate that is 
guaranteed. Returns that the investor will get if all payments 
are paid as promised. Many long-term investors use the 
method of calculating yields on a sukuk based on YTM in 
order to be able to compare income levels between one sukuk 
and another. When investors invest their funds in corporate 
sukuk, corporate sukuk will provide higher yields compared 
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to government sukuk. However, as concern about default 
increases, corporate sukuk can be worse than government 
sukuk [5]. 

The difference in yield between a bond's or sukuk's yield 
and the yield on benchmark bonds or government sukuk with 
the same maturity and currency is known as the yield spread 
of corporate bonds or sukuk [6]. The yield spread represents 
the risk premium associated with investing in corporate bonds 
or sukuk, whereas government bonds and sukuk are 
considered risk-free investments. In other words, the yield 
spread is the risk premium over the yield on default-free bonds 
or sukuk that is necessary to compensate for the risks 
associated with the bonds or sukuk. According to [7], the yield 
spread derives from the difference between risky and risk-free 
bonds. 

The Yield Spread of sukuk can be affected by a number of 
factors, both internal and external. Companies are not able to 
exert complete control over external factors, such as the 
policies of the Indonesian government or the condition of the 
bond market in Indonesia, but they can exert total control over 
internal factors. Profitability, liquidity, leverage, firm growth, 
and the Internal Board of Commissioners are some examples. 
Companies that are interested in attracting investors through 
the issuance of sukuk should take into account to these internal 
factors [8]. 

Previously, there have been several studies that have 
investigated this topic. According to [9], [10], and [11], 
leverage increases Sukuk yield spread. On the other hand, 
[12], [13], and [14] showed that leverage significantly reduces 
the Sukuk yield spread. [14]. The results of this study, 
however, contradict [15]’s finding that DER has no effect on 
yield spread. positive and statistically significant relationship 
is seen between the return on assets and the yield spread of 
sukuk [16]. However, studies by [17], [18], and [19] reveal 
that profitability has a detrimental impact on bond yield 
spreads and demonstrate that businesses with high net profit 
potential will be able to meet all of their obligations, resulting 
in a lower yield spread. According to [20], the spread of bond 
yields decreases significantly as firm size increases.  In 
contrast, [16] proved that firm size have positive and 
significant effect on the sukuk yield spread. While [12] found 
that the Sukuk yield spread is unaffected by the firm's size. 

It can be deduced from the findings of prior studies that 
there are still gaps where the findings are inconsistent. In 
addition, previous studies have rarely examined using all 6 
internal corporate factors (profitability, leverage, liquidity, 
company growth, independent board of commissioners, firm 
size) and their impact on sukuk yield spreads, as has been done 
in this recent study, especially in Indonesia. As a result, this 
study's objective is to close a gap in previous studies. This 
study was intended to be useful for investors interested in 
investing in sukuk, and that it can also provide insight for 
companies so that they can maintain their financial structure 
before issuing sukuk in order to attract investors. 

Furthermore, this article is divided into sections. The 
research methodology is described in Section 2. Section 3 
explains the findings of the study and the discussion. Section 
4 concludes the study by offering research recommendations. 

II. RESEARCH METHODOLOGY

The purpose of this study was to analyze the effects of 

internal company factors, such as profitability, leverage, 

liquidity, company growth, the number of independent 

commissioners, and firm size, on the yield spread of 

corporate sukuk in Indonesia during the period of 2017-2020. 

The study's sample was selected using a purposive sampling 

technique based on the following criteria: 

1. Corporate Sukuk that circulated from January 2017 to

December 2020 and still have a maturity beyond 2020.

2. Because the YTM formula is used to compute yields on

corporate Sukuk with fixed coupon rates during the study

period, Sukuk with floating coupon rates are excluded.

3. Corporate Sukuk rated by PT PEFINDO.

Based on the criteria specified by the researchers on the 

circulating sukuk population from 2017 to 2020, 13 series of 

sukuk were selected as research samples, with a description 

of the selection criteria presented in Table 1. 

TABLE I.  RESEARCH SAMPLE SELECTION 

Data from a panel of 13 companies, including the yield 

spread on sukuk (measured as the difference between the 

yield to maturity of company sukuk and yield to maturity of 

government sukuk), return on assets (ROA), debt to equity 

ratio (DER), quick ratios, company growth, the number of 

independent commissioners, and company size, were 

obtained from the 2017-2020 audited financial reports and 

annual reports.  

Panel data regression analysis was used in this study to 

analyze the data. Time series and cross-sectional data are 

combined to create panel data. Panel data consists of repeated 

observations on multiple units of analysis. In this instance, 

the unit of study can be persons, businesses, schools, cities, 

or other objects that can be monitored periodically [21]. Panel 

data provides a number of benefits, one of which is the ability 

to accurately discover and analyze impacts that are not visible 

in cross-sectional data or pure time series data. In addition, 

panel data can minimize the bias that may occur when 

combining units of analysis into broad aggregate groups. 

Briefly stated, using panel data can enhance empirical 

analysis in ways that are not achievable when using solely 

cross-section or time series data.  

There are three models that can be used to analyze panel 

data. These models include the Common Effect Model, the 

Fixed Effect Model, and the Random Effect Model. The best 

model among the three models is chosen using the Chow test, 

the Hausman test, and the lagrange multiplier. The following 

equation was utilized in this study: 

YSPit = α + β1ROAit + β2DERit + β3LQDit + β4GRWit+ β5IBCit 

+ β6SIZEit + εit ………………….………………… (1) 

i = 1,2,......,N t = 1,2,......,T 
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Where: YSP is Yield Spread, ROA is Return on Asset, 
DER is Debt to Equity Ratio, LQD is Liquidity GRW is 
Company Growth, IBC is Independent Board of 
Commissioners, α is intercept (regression constant),  �� − �� 
are Regression coefficients (slope), ε is Error term, N is 
number of observations, T is amount of time and N x T is 
number of panel data. 

III. RESULTS AND DISCUSSION

A. Chow Test

The Chow test is used to determine whether the Common
Effects model is better than the Fixed Effects model. The 
significance of the intercept αi is put to the examination by the 
Chow test, which evaluates whether or not it varies based on 
the individual being studied (as in a model with Fixed Effects) 
or whether it remains constant across all individuals (as in a 
model with Common Effect). The Chow test results for this 
study are presented in Table 2. 

TABLE II.  CHOW TEST RESULTS 

Effects Test Statistic d.f. Prob. 

Cross-section F 4.187718 (12,28) 0.0009 

Cross-section Chi-square 53.442363 12 0.0000 

Source: Processed data (Eviews 10) 

In table 2, the Chow test results show that the Chi-Square 
cross-section probability value is 0.0000, which is less than 
the significance value of 5%. (0.000 < 0.05). As a result, H0 
is rejected. Hence, the fixed effect model (FEM) was chosen. 
Nonetheless the Fixed Effect Model performs better than the 
Common Effect Model. The best regression model between 
the Fixed Effect Model (FEM) and the Random Effect Model 
(REM) was then determined using the Hausman test. 

B. Hausman Test

TABLE III.  HAUSMAN TEST RESULTS 

Test Summary Chi-Sq. 

Statistic 

Chi-Sq. 

d.f.

Prob. 

Cross-section 

random 

8.355784 11 0.6811 

Source: Processed data (Eviews 10) 

The Hausman test findings in table 3 show that the random 
cross section probability value is 0.6811, which is greater than 
the 5% significance level (0.6811 > 0.05), indicating that H0 
is accepted. The Random Effect is therefore better compared 
to the Fixed Effect Model. The best model among the Random 
Effect Model and the Common Effect Model must then be 
chosen using a Lagrange multiplier test. 

C. Lagrange Multiplier Test

TABLE IV.  LAGRANGE MULTIPLIER TEST RESULTS 

Cross-

section 

Period one-

sided 

Both 

Breusch-Pagan 5.916579 0.965975 6.882554 

(0.0150) (0.3257) (0.0087) 

Source: Processed data (Eviews 10) 

Table 4 shows the results of the lagrange multiplier test, 
which shows that the Breusch-pagan-both value is less than 
the 5% significant value, at 0.0087 (0.0087 < 0.05). H0 is 
therefore rejected. Hence, the Random Effect Model was 
selected as the best model for this study (REM).  

D. Random Effect Model Regression Analysis Results

After passing the Chow, Hausman, and Lagrange

multiplier tests, the Random Effect Model was determined to 

be the most suitable panel data analysis model. Table 5 below 

shows the outcomes of panel data regression using the 

random effect model. 

TABLE V.  RANDOM EFFECT MODEL REGRESSION ANALYSIS  

RESULTS 

Variable Coefficient Std. 

Error 

t-Statistic Prob. 

ROA -25.68830 5.303829 -4.843351 0.0000* 

DER 4.449655 2.386531 1.864487 0.0696** 

LQD -3.817312 0.873511 -4.370079 0.0001* 
GRW -0.181585 0.057285 -3.169867 0.0029* 

IBC -0.313356 0.118941 -2.634553 0.0119* 

SIZE -0.547921 0.164438 -3.332094 0.0019* 

R-squared 0.577175 

Adjusted R-squared 0.460898 

F-statistic 4.963799 

Prob(F-statistic) 0.000080 

Source: Processed data (Eviews 10) 

Note: *indicate significant at the 5% 

     **indicate significant at 10% level 

Table 5 explains the direct effect of profitability, leverage, 
liquidity, company growth, and total independent board of 
commissioners on the yield spread of sukuk. The return on 
assets (ROA) variable, which measures how profitable the 
sukuk-issuing company is, has a coefficient of -25.688 and a 
probability value of 0.0000, which is less than 0.05 (0.0000 < 
0.05), on the sukuk's yield spread. This implies that, at a 
significance level of 5%, the profitability of the company 
issuing the sukuk has a significant and negative effect on the 
yield spread of the sukuk. These results suggest that a one 
percent increase in corporate profitability will reduce the yield 
spread of sukuk by -25,688 percent, and vice versa. 
Profitability reveals a company's ability to earn a profit. This 
ratio can be used to assess how successfully a business 
generates profits through its activities. Profitability is also 
highly important for the firm in the long run since the value of 
profitability plays a part in the company, both for the 
company's capital needs so that the company can still operate 
and meet its responsibilities. This indicates that if the business 
has high profitability, then the company is not worried about 
experiencing default risk since the company believes that it is 
capable of completing its obligations. As a result, the yield 
spread value will be reduced if the company has high 
profitability. This is in accordance with the results of research 
[17], [18] and [19] which found that profitability has a 
negative and significant effect on the yield spread of corporate 
bonds in Indonesia. 

The variable DER (Debt to Equity Ratio) which describes 
the leverage of the sukuk issuing company gets a coefficient 
of 4.4496 and a probability value of 0.0696 which is smaller 
than 0.10 (0.0696 < 0.10) on the yield spread of the sukuk. 
This implies that at a significance level of 10%, the leverage 
of the sukuk issuing company has a positive and significant 
impact on the yield spread of the sukuk. These results suggest 
that a 1% increase in corporate leverage will result in a 0.0696 
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% increase in sukuk yield spread and vice versa. The Debt to 
Equity Ratio is the ratio used to determine the amount of debt 
a company must bear in order to fulfill capital requirements. 
The higher the overall debt compared to total equity, the more 
reliant the company is on outsiders. Leverage must be 
carefully managed because excessive debt will have an impact 
on financial performance and is seen as a representation of the 
company's level of risk, whether it be high or low. The chance 
that the company may collapse and be unable to pay its debts, 
putting it at risk of bankruptcy, increases as debt increases. As 
a result, the yield spread value will also increase because it is 
assumed that a company with high leverage will suffer default 
risk and indicate the company's financial risk. The results of 
this study are supported by the research of [22] who found that 
leverage has a positive effect on bond yield spreads. 

The LQD (liquidity) variable which describes the liquidity 
of the sukuk issuing company gets a coefficient of -3.8173 and 
a probability value of 0.0001 which is smaller than 0.05 
(0.0001 < 0.05) on the yield spread of the sukuk. This implies 
that, at a significance level of 5%, the liquidity of the company 
issuing the sukuk has a negative and significant impact on the 
sukuk's yield spread. These results suggest that a 1% increase 
in firm liquidity will result in a 3.8173 % decrease in the yield 
spread of sukuk and vice versa. A company's liquidity reflects 
its capacity to fulfill its short-term obligations. Liquidity can 
be shown by the ownership of current assets that can be used 
to meet current liabilities. This indicates that if a company has 
sufficient liquidity, it can pay off all of its short-term debt 
without worrying about default risk. As a result, the yield 
spread will be reduced because the company is assured in its 
ability to fulfil its obligations. This is supported by research 
[17], which revealed that profitability has a negative and 
significant effect on the yield spread of corporate bonds in 
Indonesia. 

The GRW (Company Growth) variable which describes 
the growth of sukuk issuing companies has a coefficient of -
0.1815 and a probability value of 0.0029 which is smaller than 
0.05 (0.0029 < 0.05) on the yield spread of the sukuk. This 
implies that at a significance level of 5%, the growth of sukuk 
issuing companies has a negative and significant effect on 
sukuk yield spread. These findings suggest that a one percent 
increase in company growth will result in a 0.1815 percent 
decrease in the yield spread on sukuk, and vice versa. The 
growth of the company is one of the factors that investors 
consider while investing funds. High growth potential 
businesses are anticipated to offer high profitability in the 
future, and it is hoped that earnings would be more consistent 
(high quality), pique the interest of investors and encourage 
them to make investments in these companies. This indicates 
that investors will have a positive impression of companies 
that are growing profitably. This is a sign that the company 
has profitable future prospects. When a company grows, its 
performance also improves [23]. Improved company 
performance will lead to an increase in firm value and 
shareholder wealth, reducing the company's exposure to 
default risk and reducing the yield spread. 

The IBC (Independent Board of Commissioners) variable, 
which is the number of independent commissioners owned by 
the sukuk issuing company, has a coefficient of -0.313356 and 
a probability value of 0.0119 which is smaller than 0.05 
(0.0119 < 0.05) on the yield spread of the sukuk. This shows 
that at a significance level of 5%, the number of independent 
commissioners owned by the sukuk issuing company has a 

negative and significant impact on the sukuk's yield spread. 
According to these results, a 1% increase of independent 
commissioners will result in a 0.0119 % decrease in sukuk 
yield spread and vice versa. The independent board of 
commissioners is crucial in guiding strategy, supervising how 
the business is operated, and ensuring that managers actually 
enhance corporate performance in order to meet corporate 
goals. The independent board of commissioners is responsible 
for monitoring management's operations, maintaining 
transparency, and ensuring that corporate strategy is 
implemented. This indicates that the company that issued the 
sukuk in this study has a sufficient number of commissioners 
and has performed well, so that it does not concern default risk 
because it is confident in its ability to implement excellent 
corporate governance, resulting in a reduced yield spread 
value. 

The variable SIZE (firm size) which describes the size of 
the company issuing the sukuk has a coefficient of -0.5479 
and a probability value of 0.0019 which is smaller than 0.05 
(0.0019 < 0.05) for the yield spread of the sukuk. This 
indicates that, at a significance level of 5%, the expansion of 
sukuk issuing companies has a negative and significant impact 
on the yield spread of sukuk. These results suggest that a 1% 
rise in firm size will result in a 0.5479 % decrease in sukuk 
yield spread and vice versa. Larger companies have a greater 
variety of services, production capacity, and management 
strategies, and they can take advantage of economies of scale 
and scope, which reduce company expenses due to higher 
production scale. This makes it easier for large companies to 
acquire access to finance to expand their businesses and gain 
the trust of investors [24], [25], & [26]. In order for the 
company to raise its profit level, the presence of these chances 
must be matched with effective asset management and 
management. Large-scale businesses reduce the default risk, 
which reduces the yield spread as a result. 

Table 5 further reveals that the Prob(F-statistic) value is 
0.000080, indicating that all internal corporate factors, 
including profitability, leverage, liquidity, company growth, 
number of independent commissioners, and firm size, 
significantly affect yield sukuk spreads. Additionally, the 
adjusted R square displays a value of 0.460898, indicating that 
46.08 percent of the internal factors of the studied company, 
including profitability, leverage, liquidity, company growth, 
number of independent commissioners, and firm size, are able 
to account for the impact on the yield spread sukuk. The 
remaining 53.92 percent can be attributed to factors that were 
not investigated in this current study. 

IV. CONCLUSION

This study aimed to examine the effects of internal 
company factors including profitability, leverage, liquidity, 
company growth, the number of independent commissioners, 
and firm size, on the yield spread of corporate sukuk in 
Indonesia during the period of 2017–2020. This study 
employed panel data from 13 firms over a four-year period 
(2017-2020), generating 52 observations. The study's variable 
data were obtained from reliable sources, including the 
websites of each firm, the Indonesian stock exchange, Bank of 
Indonesia, and others. Based on the panel data analysis 
method using the random effect model, this study found two 
main results. First, internal company factors including 
profitability, liquidity, growth, the number of independent 
commissioners, and the firm size have a negative and 
significant effect on the yield spread of sukuk. This indicates 
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that these factors were effective in enhancing corporate 
performance and decreasing default risk, which led to a 
reduced yield spread. This indicates that companies with a 
high debt-to-equity ratio will have an adverse financial 
performance impact and are threatened to increase default 
risk, which will lead the yield spread to increase. The results 
of this study are expected to be a reference for investors 
investing their funds in corporate sukuk. In addition, for sukuk 
issuing companies, this can be used as input and a reference in 
improving and properly managing the internal factors that 
affect the yield spread of the sukuk in order to attract investors 
and obtain long-term financing. 
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Abstract—For at least half a century in the Ganges-
Brahmaputra delta,  the rivers have become wider and shallower, 
river islands have increased in numbers and size, river 
meandering and riverbank erosion have become faster, and 
flooding has worsened. Past attempts at solutions, such as 
dredging and the construction of embankments have been mostly 
unsuccessful. However, the role of trees as a cause and solution for 
these problems has rarely been considered. This paper interprets 
existing conditions of the rivers and the river delta as a dynamic 
equilibrium of the opposing forces of erosion and siltation. The 
land elevation, width and depth of rivers, and speeds of river 
meandering are all equilibrium points in this equilibrium. The 
unfavorable changes in the river delta can be seen as shifts in the 
dynamic equilibriums of the land, river, and sea. We then look for 
the changes in the prevailing conditions that may have led to the 
changes. The primary cause for the change in the equilibrium is 
identified to be the loss of trees and forests. Unfavorable changes 
should be reversed by growing trees across the affected lands. 
Added benefits will include holding back incoming silt and raising 
coastal land elevations, addressing concerns of rising sea-levels. 
This paper is also applicable to other river deltas worldwide, 
where there has been significant deforestation. 

Keywords—Ganges, Brahmaputra, dynamic, equilibrium, 
sediment, erosion, land, elevation, global warming, river, delta, 
island 

I. INTRODUCTION

For at least half a century in the Ganges-Brahmaputra 
delta, there have been unfavorable changes in the rivers, and 
land. Rivers have become wider, shallower and less navigable 
by ships. Floods continue in their severity and duration [1]. 
Encroachment by rising seas from global warming has raised 
concerns the sea will encroach many km into the delta in the 
coming years. Satellite pictures show sediment flowing into the 
sea, but methods for retaining the sediment in the river-delta 
have seldom been identified. 

Trees have been identified as contributing to the 
equilibrium, but the nature of the equilibrium has not been 
identified.  

A. Less Navigable Rivers

River bank erosion and meandering are occurring at high
speeds. River training, such as for confining rivers to being 
under bridges continues to be a major challenge. Numerous 
rivers have shifted from under bridges and emerged elsewhere, 
as evidenced from bridges over dried up rivers [1]. The bridge 

over the Jamuna bridge has large islands emerging underneath 
(figures below), creating the possibility that one day, part of the 
river may flow around the bridge itself.  

B. Increasing Floods and Rising Sea waters

The severity and durations of floods continues in recent
decades, promoted by low land elevations relative to 
surrounding rivers and the sea. Choked up river beds are unable 
to carry away flood waters.  

The elevation of coastal areas is especially important, as 
cyclonic storm-surges often rush many miles inland, costing 
thousands of lives.  

Today’s buzzwords are climate change and global 
warming, from which rising sea levels may cause the sea to 
encroach into Bangladesh [2],[3],[4].   

C. Embankments

Control of flooding and riverbank erosion has been done
with construction of embankments, which have had limited 
effectiveness, and have led to rising riverbeds. The capital city 
of Dhaka is now surrounded by embankments [5],[6],[7]. Over 
time, the river beds and lands around the city rise from 
sedimentation, creating the possibility of breach of 
embankments and catastrophic flooding.  

D. Dredging

The dredging of rivers is practiced mainly with the intent
of increasing navigability. However, dredging has been found 
to be mostly futile, as silt is rapidly redeposited in the dredged 
area [8]. Dredging can be done only over relatively minute 
areas, and is almost insignificant compared to the vast river 
systems of the country. 

II. PROBLEM STATEMENT, HYPOTHESIS AND 

METHODOLOGY 

Although the unfavorable changes in the rivers and river-
delta are recognized for long, the reasons for the changes, let 
alone the solutions, are barely understood [9],[10],[11],[12]. 
Modeling of river dynamics has conclusively identified neither 
the reasons nor the solution [13],[14],[15]. The question 
remains how can we better understand the dynamics of land 
elevation, river depth and width and river meandering in a river-
delta? 
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A. Hypothesis and Methodology

This paper considers the Ganges-Brahmaputra river delta
as a dynamic system with conflicting ongoing and continuous 
processes of siltation and erosion. The present conditions of the 
rivers and land are a dynamic equilibrium of these conflicting 
forces.  

 The river-delta is considered to be in a state of dynamic 
equilibrium of the land, river, and sea. This paper looks for 
causes of the unfavorable shifts in the equilibrium, as seen in 
the last few decades. The changed equilibrium is seen in the 
widening and shallowing of rivers, faster erosion and 
meandering, and increased severity of flooding. This approach 
was first proposed by the author in 1991 [16],[17], and is further 
developed in this paper. 

This paper reviews and examines the existing literature and 
data. The evidence points to deforestation as the main factor 
which could have caused the changes in the equilibrium. 
Conversely, growing trees in the affected lands will help 
reverse the unfavorable changes by narrowing and deepening 
the rivers and raising land elevation. 

III. RELATED RESEARCH

According to one estimate [18], one billion tons/year is 
coming from the rivers Ganges, Brahmaputra and Meghna. We 
use in this paper, the more reliable CEGIS report [19] which 
estimates 1.2 billion tons of silt coming from upstream. 
According to CEGIS reports, 52 km2 is gained every year, and 
32 km2 is lost, implying a net gain of 30 km2/year for the delta.  

The literature recognizes natural and human-induced 
changes in the changes in river deltas. Earthquakes have been 
proposed as a cause of the changes in river deltas [18], but this 
is not substantiated, as it does not explain the ongoing century-
long changes in the river-delta 

A. Past Modeling

There has been much modeling of rivers and river-deltas
worldwide. However, modeling has proven to be difficult and 
inconclusive because of the complexity of the system, the large 
number of parameters, the inherent non-linearities, and 
difficulty in assigning numerical values to subjective 
parameters. Modeling of rivers is seen to break down after a 
short time, just like in a chaotic system.   

IV. THE GANGES-BRAHMAPUTRA DELTA

Bangladesh forms about 15 % of the encatchment area of 
the rivers which flow through it, mainly the Ganges and 
Brahmaputra. The country consists mostly of the river delta of 
these two rivers. About half of Bangladesh lies less than 8 
meters above sea level. The sea at the South remains shallow 
for many tens of miles, and then becomes deep sharply. 

Fig. 1. The Ganges-Brahmaputra delta in 1984, comprising most of 
Bangladesh. The sediment flowing into the sea is clearly visible in the South. 

Fig. 2. The Ganges-Brahmaputra delta in 2022. The sediment flowing into the 
sea appears to have increased. 

A. Historical Evidence

There is evidence that 10-15 thousand years ago, the rivers
Ganges and Brahmaputra flowed into the sea at Bihar, i.e. most 
of present Bangladesh did not exist [1]. About 200 years ago, 
the rivers Meghna and Ganges did not meet, but flowed 
separately into the Bay of Bengal (Major Renell, 1789). A few 
decades ago, the river Brahmaputra changed it's course entirely 
in Bangladesh.  

B. Dynamic Nature of the River Delta

The Ganges-Brahmaputra is clearly a very dynamic delta,
where complete islands have been known to emerge or 
disappear in a single flooding season (figure below). Erosion at 
river banks can erase entire villages sometimes in days. During 
floods, it has been reported that up to 2 feet of silt have been 
deposited in urban areas, far from any river.  
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Fig. 3. The Jamuna river with the Jamuna bridge. The lower area in blue was 
taken after about one flooding cycle, where the islands are seen to have changed 
completely. 

Fig. 4. The same area in Feb 2022 (upper picture) and Dec. 1985 (lower 
picture). The river is seen to have become wider.  

Fig. 5. The same area in Feb 2022 (upper picture) and Dec. 1985 (lower 
picture). The river is seen to have become wider.  

V. THE DYNAMIC EQUILIBRIUMS

It is recognized that human civilization has shifted natural 
equilibriums in various ways, such as through climate change 

and deforestation. We begin with how these equilibriums can 
be interpreted and reversed.  

A dynamic equilibrium occurs when two ongoing 
processes in reverse directions create an apparently static 
equilibrium point. The static end point hides the ongoing 
forward and reverse processes.  

The evidence points to the river-delta being in a state of 
dynamic equilibrium of the land, river, and sea. The forward 
process is the deposition of silt and sediment, and the reverse 
process is the erosion of silt and sediment. The deposition and 
erosion occur primarily during the flooding seasons when up to 
two thirds of the country becomes flooded. The relatively high 
lands which do not flood easily are deposits of silt from 
flooding cycles many decades ago. 

Based on the opposing forces of deposition and erosion, we 
look for manifestations or signs of the equilibrium points.  

The elevation of the land relative to the surrounding rivers 
is in a state of dynamic equilibrium. The width and depth of 
rivers are in dynamic equilibrium. Riverbank erosion rates and 
rates of meandering are in dynamic equilibrium.    

The above equilibrium points are now explored further. 

A. Land Elevation in Dynamic Equilibrium

The elevation of land surrounding the rivers is in dynamic
equilibrium of opposing forces of siltation and erosion. Net 
sedimentation causes a rise in overall land elevations, and net 
erosion causes a fall, with the actual elevation being determined 
by the rest point of the dynamic equilibrium.   

B. River Cross-section as Equilibrium Point

The cross section of rivers, or their width and depth, are
interpreted here as an equilibrium point of the land-river-sea 
dynamic equilibrium. Erosion and siltation are taking place at 
all points on river banks and river beds. The forces of 
sedimentation and erosion give rise to opposing forces of 
widening vs. narrowing of a river.(figure below). The 
magnitudes of the tendencies of these determine a final 
equilibrium point of the actual width and depth of the river. 

Fig. 6. The conflicting tendencies in a river, determining a final width and 
depth 
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C. Riverbank Erosion, Meandering, and River islands

Meandering is the snake-like changes in river path which
erode and reform large areas of plain lands. The speed of 
riverbank deposition and erosion and resulting meandering are 
other equilibrium points in the land-river-sea dynamic system.  

Fig. 7. Erosion and siltation at riverbanks causes meandering of rivers, which 
is interpreted here as another equilibrium point. 

VI. DEFORESTATION CAUSING THE SHIFT IN EQUILIBRIUMS

Given the above the equilibrium points of the land, river,
and sea, this paper looks for what could have caused the 
changes in the equilibrium in recent decades. Among the 
numerous factors affecting siltation and erosion, the main factor 
which can be altered artificially is the physical barrier to the 
flow of water. Human constructions, such as roads and 
buildings can slow siltation and encourage siltation, but are less 
feasible for construction on a large scale in a river delta. 

Forests, and trees reduce erosion and encourage siltation 
during floods. Smaller vegetation such as shrubs, non-woody 
plants, and grasses also slow erosion and encourage siltation, 
but to a lesser extent.  

Trees and forests differ from artificial barriers and 
embankments, in that they do not deteriorate. Rather they grow 
and regenerate with a minimum of artificial maintenance or 
reconstruction. 

There have been unfavorable shifts in the equilibrium, as 
seen in the last few decades. All the evidence points to 
deforestation as the leading cause behind the unfavorable 
changes in the equilibrium of land, river, and sea.  

A. Past and Ongoing Deforestation

There has been widespread deforestation in the
encatchment area of the Ganges and Brahmaputra in the last 
100 years, and especially in the last few decades [19],[20]. 
According to one survey, up to 10,000 hectares of forest have 
been lost in Bangladesh per year over the period 1976-85. This 
does not account for the trees which are cut in towns, villages 
and fields.  Only 10% of Bangladesh was forest land in 1991, 
and the area is expected to be much lower today. Trees and 
shrubs have become replaced with crops and grasslands. 

Population growth and increasing farm animals are 
primary reasons for the decline of forests and trees and forests.  

B. Topsoil

Topsoil is useful for growth of trees, and its creation in
nature is a long and slow process. One effect of the 

deforestation and increased meandering of rivers, is the loss of 
topsoil, essential to the growth of forestation. After 
deforestation, river erosion and floods wash away this valuable 
topsoil, creating a harsh environment for future vegetation. 
Crops have less ability than trees to hold soil together, 

C. Forested Areas Have Higher Elevations

As seen in Google Earth, the elevation of forested lands is
higher than lands without forests. Deforested areas inside 
national forests such as Madhupur, are generally observed to be 
a few feet lower than surrounding forested areas. Villages 
comprising a few households often have numerous trees, and 
are usually a few feet higher than surrounding croplands. There 
is a strong correlation between land elevation and forestation, 
which supports that forestation and vegetation are major 
barriers holding together the soil. 

Deforestation should unfavorably shift the dynamic 
equilibrium of erosion and siltation. Over many years and 
flooding cycles, deforestation should shift in the dynamic 
equilibrium, and cause a net loss of elevation.  

VII. REVERSAL OF DEFORESTATION OR GROWING TREES

If a decrease in trees and forests has changed the
equilibrium unfavorably, an increase in trees and forests should 
change the equilibrium in the reverse or favorable direction  

The growing of trees will likely shift the equilibrium point, 
increase land elevation, slow riverbank erosion and 
meandering, and deepen rivers and their navigability in the 
following ways.  

A. Raising Land Elevation

If all the silt brought downstream into the river delta is held
back without being allowed to flow into the sea, the rise in 
elevation per year would be: 

H = 

ಾ

ഐ



Here: 

H = rise in elevation of the land, in meters 
M = silt of M kg/year flowing into the river delta. 
ρ = density of silt in kg/m3. 
A = area of the delta is A, and  

We use the CEGIS report of 1.2 billion tons of silt flowing 
from upstream. The area of Bangladesh is 150,000 km2, which 
equals 

= 1.5 x 1011 m2 

There are parts of the country, such as the hilly areas of 
Sylhet and Chittagong, which do not fall into the active river 
delta. There are areas outside the country, which are part of the 
river delta. At this time, we estimate the area of the river delta 
to be the same as the area of the country.  

Net
erosion

Net 
siltation
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We assume the density of silt to be 1300 kg/m3. With these 
values, if all the silt is held back by the river delta, the elevation 
rise of the land per year would be: 

H = 1.2 x 1012 kg / 1500 /150 x 109  

= .0062 meters/year  = 6.2 mm / year 

This is greater than the 4 mm/year, annual rise in sea level. 

In reality, much of the silt flows into the Bay of Bengal, 
contributing to the land which is rising in the South of the 
country. The mass of silt being deposited in the rising but yet 
submerged land will be 

ME = Area x Height x Density 

We assume an area of 10 % the area of Bangladesh 

= 15 x 109 m2 

We assume the rise in the emerging-but-submerged land to 
be about the same as the rise in sea-level per year or 4 mm/year. 
With the density of silt = 1300 kg/m3 as before, 

ME = 15 x 109 x 0.004 x 1300 

= 78 x 109
  kg / year 

This equals about 6.5 % of the silt which is flowing into 
the river delta, meaning about 93.5 % of the silt is being 
deposited into the river delta. These area all approximations 
based on the existing data. 

Growing trees would shift the equilibrium towards rasing 
the raising of the land elevation.  

If trees were increased, more of the silt otherwise flowing 
into the rivers and sea would be deposited in the lands, causing 
increasing elevation. The result is that land would rise after 
several flooding cycles, causing floods to decrease in severity. 

Fig. 8. Forestation and Vegetation holding back sediment otherwise destined 
for the sea. 

Fig. 9. In a river delta, the land level can be thought to be an equilibrium point 
of siltation and erosion by the rivers and sea. A rise in sea level can be 
compensated for by a rise in land levels [23]. 

B. Narrowing and Deepening of Rivers

Planting trees in lands around rivers should result in a
favorable reversal or net siltation at the banks, producing 
narrower and deeper rivers. 

Fig. 10. Forestation recovering land from a river 

In Bangladesh, it is common practice to remove trees and 
roots before a riverbank is lost to the river. This allows the 
selling the wood the tree root, which would otherwise be lost to 
the river. The removal of trees with roots in riverbank areas has 
the detrimental effect of loosening the soil, accelerating the loss 
of the riverbank. So it may be best to not remove the trees and 
roots, even when they are sure to be lost to the river.  

C. Cyclone water surges

Increased land elevation, together with the physical barrier
of trees, will obstruct cyclonic or tidal wave surges. 
Encroaching sea water would leave behind silt which would 
further raise the elevation of the coastal areas. 

Growing trees is likely to better hold back sediment, 
leading to rising land levels, and resilience to rising sea levels. 

VIII. HOW TO GROW TREES AND FORESTS

Bangladesh depends a great deal on agriculture based on 
crops like paddy, jute, etc. Growing trees on a wide scale would 
provide unfavorable shade to crops. The trees may be planted 
in lines, mainly in the borders of fields, so as to provide a barrier 
to the free flow of flood waters, and yet provide minimum shade 
to agricultural crops.

Rising sea levelRiver with 
Silt

Rising land level 
In response to rising sea
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Fig. 11. Planting trees so as to form barriers for the water, while having least 
effect on the surrounding crops. 

CONCLUSION 

The river-delta of Ganges-Brahmaputra provides much 
evidence of the dynamic equilibrium of sedimentation and 
erosion. This equilibrium is visible in the land elevation, the 
width and depth of rivers, and the rate of meandering of rivers. 

Decades-long deterioration in land elevations, flooding 
severity and river cross sections clearly point to a shift in the 
equilibrium of the opposing forces of erosion and siltation. This 
implies a lowering of land elevation, widening and shallowing 
of rivers, and increased rates of river meandering.   

All the evidence points to deforestation as the greatest 
cause of the unfavorable shift in the equilibrium. From Google 
Earth, it is seen that areas with trees have elevation many feet 
higher than surrounding barren areas.  

Growing trees should favorably reverse the deterioration, 
with rise of land elevations, deepening and narrowing of rivers, 
and slowing of river erosion and meandering. If all of this silt 
held back by the delta, and prevented from flowing into the sea, 
the land rise can be 4.4 mm/year. 

 The rising land will counter the much feared rise in sea 
levels. An active tree-planting scheme nationwide is 
recommended, and is likely to show favorable changes only 
after a few years or a few flooding cycles.  

This paper should be applicable to other river deltas in the 
world, such as the Mississippi, Nile, Zambesi deltas, where 
there has been significant deforestation.  
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Abstract— The work carried out through Twitter Sentiment Analysis 

(TSA) on the Russia-Ukraine war has been described.  The relevant 
tweets related to the war were collected through web scraping from 
Twitter. Sentiment Analysis (SA) was carried out to obtain the views 
posted through tweets and classified as positive, negative, or neutral. 
Bigram technique was applied to find out which tweets were in support 

of Ukraine and which were in support of Russia. Logistic Regression 
classification model was used and found to be 94% accurate in its 
prediction.  

Keywords- Bigram, Classification, Logistic Regression, Natural 
Language processing, Sentiment analysis, Web Scraping. 

Introduction 

 Over the last few years, there has been an exponential growth 

of social media platforms (such as Twitter, Facebook) where 

users can publicly post their thoughts and opinions regarding 

any topic. The expanding usage and popularity of such social 

media platforms has transformed the web from a static depot 

into a dynamic repository with continuously changing 
information. The Russia-Ukraine war commenced on 24th 

February,2022 and has since disrupted the world economy. 

There has been a lot of support for Ukraine in this war and 

sanctions were imposed on Russia because of their invasion. A 

number of opinions on the war have been shared by people on 

Twitter. The different viewpoints are good and valuable sources 

of opinion generated by the users and can be utilized in order to 

comprehend public opinion about the ongoing war and classify 

the tweets into two categories- (i) Support of Ukraine and (ii) 

Support of Russia as well as understand the sentiment 

associated with each relevant tweet.   

I. LITERATURE SURVEY

 In general, Sentiment Analysis is applied at three areas: 

document, sentence and entity levels. The aim of Sentiment 
Analysis at the document level is expressing the sentiment 

polarity expressed in the whole document. The purpose of the 

sentence level Sentiment Analysis is to brand each sentence as 

positive or negative, whereas entity-level Sentiment Analysis 

classifies the sentiment polarity of a specifed entity/target of the 

desired object of a sentence.  

 Most tweets consist of a single sentence due to the character 

limitations on Twitter. Thus, for the task of Twitter Sentiment 

Analysis, no worthwhile results can be achieved by analysing 

at the document level. In this case, Sentiment Analysis can be 
approached in two directions: message/sentence and 

entity/object levels. Four distinct classes are visible in the 

literature of Twitter Sentiment Analysis: —Lexicon Based —

ML Based —Hybrid (Lexicon and ML-Based) —Graphical 

Based. The first method uses an artificial-learning algorithm 

along with a variety of unique features that form a classifier 

able to isolate opinionated tweets which count as “sentiments”. 

The second method employs a manually generated collection 

comprising both negative and positive expressions to find the 

polarity of the text under classification. [ACM Computing 

Surveys, Vol. 49, No. 2, Article 28, Publication date: June 

2016. Like It or Not: A Survey of Twitter Sentiment Analysis 
Methods (28:13)]. The third approach aims to supplement the 

functionalities of both the previous methods to get a better 

accuracy score [Khuc et al. 2012]. However, unlike the 

previous methods that could be used on all types of texts, the 

graph-based approach is preferred only for entities that have 

social network properties in order to get higher accuracy in TSA 

[Speriosu et al. 2011].  

The most popular approach was to combine the lexicon and 

machine learning based approaches for a Hybrid Method. 
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Zhang et al. [2011] put forward a hybrid process to handle 

entity-based Twitter Sentiment Analysis. They created a 

“sentiment score” dependent on the distance of each entity from 

words of a prepared “sentiment lexicon” for each of the entities 

Harry Potter, Obama, iPad, Packers and Tangled. The big idea 
was that of a rule-based algorithm which would factor in 

comparative judgements, negation, and entities that can most 

likely alter the orientation of a sentence/clause. Additional 

subjective terminologies were tagged using Chi-square method 

in order to collect more annotated data and upgrade the recall 

of the mentioned process. The Support Vector Machine (SVM) 

classifier was utilised for the purpose of detecting the sentiment 

polarity. Another exciting hybrid method was postulated by 

Ghiassi et al. [2013], who proposed dynamic artificial neural 

networks to work in collaboration with n-grams. The 2 

claasifiers: SVM and a Dynamic Architecture for Artificial 

Neural Networks (DAN2), were scaled by using Emoticons and 
tweets with the words love or hate or their synonyms in them, 

as features. A set of tweets crawled with “Justin Bieber” as a 

subject was used as the testing dataset, and the results proved 

that DAN2 managed to outshine SVM. 

 Subsequently, many other researchers like Kumar and 

Sebastian [2012], Khuc [2012] and Khan [2014] also employed 

the use of hybrid Twitter Sentiment Analysis combining 

modern ML algorithms with the best of the lexicon-based 

approaches. Ultimately the results yielded proved that final 

modified hybrid classifiers consistently outperformed the 
Recall and Precision values achieved by using any one of the 

SentiWordNet Classifier (SWNC), Enhanced Emoticon 

Classifier (EEC) and Improved Polarity Classifier (IPC) on a 

standalone basis in a functional real-world model of Sentiment 

Analysis. 

Table below summarizes the articles that combined machine-

learning and lexicon-based methods to address TSA:- 

Study Task Algorith

ms 

Features Dataset 

Zhang et 

al. [2011] 

Entity 

- TSA

SVM unigrams, 

emoticons, 

hashtags, 

lexicon [Ding 

et al.2008] 

Own 

Ghiassi et 

al. [2013] 

TSA n-gram

analysis

, SVM,

DAN2

emoticons, 

tweets 

containing 

the words 

‘love’ or 

‘hate’ 

Own 

Kumar 

and 

Sebastian 

[2012] 

TSA corpus-

based, 

diction

punctuation, 

WordNet, 

emoticons, 

POS 

Own 

ary-

based, 

 log-

liner 

regressi

on 

Khuc et 

al. [2012] 

TSA lexicon

–based,

Online

Logistic

Regress

ion 

sentiment 

lexicon, POS, 

bigrams 

Own 

Khan et 

al. [2014] 

TSA EEC, 

IPC, 

SWNC 

Emoticons, 

positive and 

negative 

words, 

SentiWordN

et Dictionary 

Own 

II. OPEN ISSUES

Lack of benchmarks:  A big problem is the dearth of proper 

benchmark datasets. It has come to light that researchers collect 
their own data and evaluate their methods based on those 

collected data. The comparison of various methods is nearly 

impossible. One exception is the SemEval collections. 

However, the SemEval datasets contain a few thousand 

annotated tweets, thereby stressing the difficulty of creating 

large collections. Moreover, Twitter does not permit the tweets 

to be distributed more than once, which makes it more 

challenging to generate the benchmark datasets. Even the 

creation of benchmark collections on these fields is extremely 

challenging, but it is not impossible. The contribution of 

different research groups where each group is responsible for 
annotating a percentage of the data can act as a solution in 

building larger collections. ACM Computing Surveys, Vol. 49, 

No. 2, Article 28, Publication date: June 2016. 28:34 A. 

Giachanou and F. Crestani   

Data sparsity:  Data sparsity occurs to a great extent in case of 

Twitter due to the presence of large amount of informal textual 

peculiarities. Dealing with data sparsity is essential since it can 

greatly influence the performance of TSA. Special cases where 

multiple different languages are used in the same tweet 

(multilingual TSA), has been conveyed by very few 

researchers. [Narr et al. 2012]. Also, very few datasets have 
been built for this problem.  Multilingual TSA is an extremely 

important field of research that needs to be studied in more 

depth. Tracking sentiments over time: Finding out sentiment 

towards a specific topic and then studying its development with 

the passage of time is a field that has not been investigated 

much. Figuring out sentiment towards any particular subject 
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matter and then analysing sentiment changes over time is 

crucial for various applications. For example, companies can 

monitor and analyze the sentiment towards their products and 

act promptly in case of negative sentiment emergence to 

improve customer experience and increase profit. Topic models 
that jointly combine topic and sentiment detection of tweets 

could be proposed to deal with this problem. 

 III Methodology 

The work was done through the following steps using Python: 

1. Web scraping of twitter tweets using “snscrape”

library. Tweets on the topic “Russia Ukraine war”

were selected.

2. Cleaning of the extracted tweets by removal of user

handle and URLs using RegEx, a part of Natural

Language ToolKit (NLTK)

3. PorterStemmer applied to create the stemmed words.

Removal of punctuation and stop words using NLTK

library.

4. Tweets greater than 100 characters in length selected

and considered as meaningful tweets.

5. Performed Sentiment Analysis on each tweet using

VADER from NLTK. SentimentIntensityAnalyzer

applied on the tweets and polarity scores method used

to classify the tweets as Positive, Negative or Neutral

based on their compounded score.

6. Tweets with “Neutral” sentiment excluded from

further analysis applying supervised Machine

Learning.

7. The sentiments labelled as: 0 for negative and 1 for

positive using label encoding on the target variable.

8. Bag of Words model created using CountVectorizer

from Scikit Learn(sklearn)

9. Using bigram technique, word patterns using

bigrams(2 words) defined to check if the tweet was in

support of Russia or Ukraine.

10. Tweets converted to a collection of bigrams. Word

patterns created in the previous step searched and

matched with the bigram tweets and accordingly,

tweets labeled as either “Support for Ukraine” or

“Support for Russia”

11. The labeled dataset split into 70% training data and

30% testing data.

12. Logistic Regression model used to carry out

classification and fitted with the training data and

tested out on test data.

13. Confusion matrix computed to determine the accuracy

of the predictions. The model accuracy resulted in

95%.

14. Classification report also generated- showing the

precision, recall and F1 scores.

Other classification models such as KNN, Decision Tree, 
Random Forest and Support Vector Machine also used 
and accuracy determined. Logistic Regression model 
predictions achieved highest accuracy. 

 IV  RESULT AND DISCUSSION 

Sentiment Intensity Analyzer tool of VADER of Natural 

Language Tool Kit was used for analyzing the opinions posted 

on Twitter in terms of the sentiments they express. The polarity 

score method was called upon each tweet to get the 

compounded score. If the compounded score measured more 

than 0.5, the sentiment was positive and if compounded score 
is less than 0.5, the sentiment was negative. The neutral tweets 

were discarded. The positive sentiment score was labelled as 1 

and negative sentiment score was labelled as 0. 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 410



Logistic regression classification model was utilized for 

predicting and categorizing the tweets as either in support of 

Russia or in support of Ukraine using supervised learning 

approach with the help of labelled tweets achieved by applying 

bigram technique. 

Word patterns using bigrams were created and then the tweets 

were converted into a collection of bigrams. Word patterns 

created initially were searched and matched with the tweets and 

the tweets were accordingly labelled as per the country they are 

supporting. 

For estimating the performance of our Logistic Regression 

machine learning model, train-test split mechanism was used 

provided by scikit-learn library.  The labelled dataset was 

further split into training data containing 70% of the data and 

testing data comprising 30% of the data. We used four variables 

X_train which contains the training data, Y_train which 

contains the labels for the training data, X_test which contains 
the test data and Y_test which contains labels for the test data. 

The model is trained using the X_train and Y_train data. 

For evaluation, the model is fed only the X_test data for which 

it predicts the output values and these predicted values are then 

compared with the actual labels, that is, the Y_test data. 

For measuring the evaluation metric such as accuracy score of 

the model prediction, a confusion matrix has been created 

which is a performance measurement for Machine Learning 

classifications. 

The model accuracy has come out to be 0.951 where accuracy 

is calculated as the ratio of the correctly predicted observations 

to the total number of observations. 

Accuracy = (TP + TN)/(TP+FP+TN+FN) 

Model performance can also be measured using other 

parameters such as recall, precision and F1 score. 

The confusion matrix and the result is depicted below: 

Comparative Study: 

The table below captures the various performance evaluation 

metrics for the different classification models. For the 

precision, recall and F1 score metrics, the weighted average has 

been considered.  

It is observed that the Logistic Regression model gives the best 

performance and highest accuracy of 94.3%. Hence, the 

Logistic Regression model is used for classification of the 

tweets. 

The users who post tweets are subject to cognitive and social 

biases from the content that they encounter daily while surfing 

social media platforms. Cognitive biases stem from the way the 

human brain processes information. With a large volume of 
information flowing in causing information overload, the brain 

might adopt certain methods which could result in biases when 

applied in the wrong contexts. As an example, people might 

share posts that appear on their social media feed which may 

not be relevant. The friends that people make and follow on 

social media, directly influence the information that they see on 

their feed. If the content comes from known circles, it is 

evaluated more favorably and produce social bias. Algorithms 

that determine what content would be displayed to the people 

online, utilize personalization techniques to make the content 

engaging and relevant for each individual user. This could 
intensify the existing cognitive and social biases of the users. 

Thus, the war-related tweets extracted through web scraping 

could be influenced by the impressions already created by the 

stories of the war (cognitive bias) or the prejudices in favor of 

a particular cause/country in their immediate friend circle 

(social bias) or viewing the personalized content generated for 

them by Twitter's algorithm (machine bias). Neutral social bots 

can be leveraged to detect such biases on social media 

platforms. 

V. NOVELTY

As per the literature survey done, there has been no past work 
leveraging a social media platform (Twitter) on the Russia-

Ukraine War as described in the paper.  The Russia-Ukraine 

war is the latest news and it has impacted the global economy 

making it a matter of great concern for all the countries.  This 

paper is primarily focused on finding out how various people 

from different parts of the world are reacting to this war and 
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which country they are supporting, via performing sentiment 

analysis on their tweets. A Logistic regression model was used 

to predict whether the support was extended to Russia or 

Ukraine. Machine Learning is being used to understand the 

pulse of the people all over the globe on current Russia-Ukraine 
war through social media. This algorithm can be used for any 

task involving web scraping, sentiment analysis and supervised 

way of machine learning using labelled data and prediction. 

VI. AREAS OF FURTHER WORK:

The bigram technique uses a limited set of keywords for 

distinguishing between supporters of Russia and supporters of 

Ukraine. This was done as a pilot and the results were 

encouraging. By enhancing the set of keywords for text 

matching, a higher volume of labelled data can be obtained for 

improved model prediction. 

As an attempt to find out the social media bias existing on 

Twitter and overcome the problem of bias in decision making, 
supervised machine learning algorithms can be developed to 

detect and remove biases in content posted by users, as an 

example, exploring the use of neutral social bots to identify the 

distinct biases by following various news sources on Twitter.  
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Challenges of Implementing IoT in Bangladesh
 

 
 
 
 
 

 

Abstract—Although IoT is a buzzword, the practical 
implementation of IoT, especially in Bangladesh is still unclear. 
Worldwide, IoT technology is being used to improve the quality 
of our daily lives. Bangladesh is also trying to develop IoT 
idea’s, products and solutions for emerging industries. To 
support developing sectors, Bangladesh is working to 
implement IoT in products, goods, and solutions. According to 
the analysis, the loT of household gadgets and devices will soon 
be highly connected. In the technology with IoT, such gadgets, 
sensors, and other devices will make life better and more 
comfortable. An outline of IoT is discussed, as well as the most 
recent developments in technology, applications, and challenges 
associated with IoT applications in Bangladesh. Soon, cutting-
edge gadgets will transform real things into intelligent virtual 
ones. The information in this study will be beneficial for future 
research. 

 Keywords— IoT, Smart Gadgets, Automation systems, 
Internet, Connectivity, Machine -learning.   

I. INTRODUCTION

The Internet of Things (IoT) is a system of interrelated, 
interconnected objects that can share data over a wireless 
network without human intervention. It connects machines 
and humans through sensors and switches.  

For the time being, IoT is a game-changer when it comes 
to providing physicals data and analyzing it in the cloud to 
provide business insights. But yes, creating IoT devices, 
don't we face problems or challenges while creating smart 
devices and projects? When we build smart devices using 
IoT, we need remember that people can get their benefits, 
cost-effectiveness for all, safety security, identify 
connectivity issues, and meet customer needs as 
requirements continually change. 

The IoT has already been the subject of many academic 
papers and inquiries. Still, many challenges and issues need 
to be addressed. Our main objective is to provide a brief 
discussion about IoT applications and deal with challenges. 
Also, this paper may provide a better understanding of IoT 
technology and its applicability.  

A Bridge Collapse, 

   In 2007, a bridge collapsed in Minnesota, causing 
many deaths as steel plates could not withstand the load on 
the bridge. If IoT was developed in 2007, the bridge could 
have been constructed with cement along with sensors that 
can observe force and connect to vehicle machines, flip and 
wrap agents that are called wise cement. These sensors can 
collect data and transmit data to the vehicle. For this, getting 
data. Here sensors using to monitor different types of data. 

This is a fundamental change. According to IDC records 
from market research, IoT is expected to rise fast from $726 
billion in 2019 to $1.1 trillion in 2023. Also, edge 
computing investment would expand by double digits this 
year, hitting $176 billion in 2022, up 14.8 percent from 
2021. Of all spending categories, Video Entertainment ranks 
higher than all other Internet of Things (IDC) categories are 
combined.  Video Entertainment was the largest smart home 
spending category in 2017 and 2018. It expected to happen 
in 2022. But other categories are expected to account for a 
larger share of IoT spending. See Figure 1, for the estimated 
spending on smart homes by category in 2022 [1], [2].  

   Figure 1: IoT spending in 2022 

II. HISTORY

IoT has been around since the 1980s, but the 
technology still wasn’t advanced enough to implement it. 
IoT was just starting to speed up when chips were big at that 
time.  

IoT was first applied by Peter T. Lewis in 1985. He 
describes this technique as follows: “The Internet of Things 
or IoT integrates people, processes, and technology with 
devices and sensors to provide these devices with remote 
monitoring, positioning, processing, and direction 
estimation for communication.”  

In 1982, Carnegie Mellon University computer science 
students connected a Coca-Cola vending machine to the 
Internet for checking the pressure and temperature of the 
drink. But, the IoT was officially recognized as a separate 
technology in 1999 [3], [4], [5]. The refrigerator was the 
globe’s first invention which linked with the network in 
2000. This invention was followed by a small rabbit-
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informed robot at 2005. The first international conference 
on IoT was held in 2008 in Switzerland. In 2013, the IoT 
had evolved into a system using a different type of 
technologies including building and residential automation, 
sensors, and control systems.  

III. NEW ERA OF BANGLADESH

      Bangladesh Telecommunication Regulatory 
Commission (BTRC), the relevant government authority 
issued a directive in 2018 allowing IoT to be legal in this 
country. It was noted by the BTRC that IoT technology 
could be used in nine fields: smart home automation, 
automation of industries, water management, waste 
management, smart farming, tele-medicine, intelligent 
transport system, smart parking, environment management, 
smart urban lighting, and smart grid. It is estimated that 
there will be more than 75 billion IoT devices worldwide by 
2025, surpassing the number of people 7 billion on the 
planet in 2011.  

The fact that Bangladesh will become a digitally 
advanced country by 2021 is one of the basic promises of 
the current government. In his vision of “Digital 
Bangladesh” the small country of south Asia is cited as a 
model for future success in the IT and ITES-enabled 
management industry. As part of IoT national development 
plans and policies as well as its associated strategies and 
policies, the Government believes that the use of IoT is 
essential to the effective achievement of all its ideas and 
goals. Several Sectors of our economy are adopting these 
technologies at an increasing speed. A major part of the 
country’s workforce is employed in the agricultural sector, 
and IoT technology has been adopted there as well. IoT-
based advanced farming solutions are being offered by local 
startups, including systems that can track cow sleep, heat 
cycle, and behavior which can send timely 
recommendations to farmers. This growing market demand 
in this region illustrates also how millennials rely more and 
more on smart home applications like Amazon's Alexa to 
make human life more convenient. It has the potential to 
enhance transportation safety, environment monitoring, 
health care management, smart grids, and social security  

Due to the ease of accessing information and services 
online, Bangladeshi society will become a knowledge-based 
society of the new era. In this environment, every 
imaginable administration, semi-government and private 
project will have the opportunity to utilize the latest 
technology. To transform the new epoch of Bangladesh into 
an innovative nation, the government plans to use Artificial 
Intelligence (AI) in the future.   

IV. THE APPLICATION OF IOT IN BANGLADESH

  Nowadays IoT has many applications sectors many 
companies adopt this technology to simplify, reorganize, 
automate and control various processes.  IoT application is 
transforming how we carry out our daily tasks in real life [6] 
[6]. BTRC also noted that IoT technology could be used in 
nine sectors in Bangladesh. So, let’s see some of the 
amazingly practical IoT applications- 

A. Smart Towns
A smart town is a framework that is built up with better

working performance, sharing data with citizens, and giving 
a higher quality of authority and public services to make 
human life easier [7]. Its main target is to develop town 

activity and upgrade the growing economic system for 
improving citizen’s life by using smart gadgets and 
scanning data.      

It is still necessary for Bangladesh to have smart towns 
despite being a developing nation. Urban lifestyles can be 
improved through smart towns. The strategy for developing 
the smart town in Bangladesh is the key to any successful 
framework or structure. The first step is to develop the IoT 
background and requirements for a smart town like high-
speed internet or crystal-clear connectivity. It will then be 
necessary to transform existing cities like Dhaka and 
Chittagong into smart cities. As a third step, the new smart 
town should be initiated while existing medium and small 
communities should be turned into smart towns. Data and 
information must exchange by smart towns to integrate.  

The combination of automation-machine learning and 
the IoT enables the maintenance of smart town automation 
for various purposes. As an example, smart parking may be 
the guide for drivers to the parking zone and also operate e-
money. Smart apartments may also provide actual-time 
space direction or track health-system and find out reports 
when improvement is needed. Arranging our devices with 
town data and configuration, can reduce costs, improve 
sustainability, streamline factors and garbage collection and 
reduce traffic congestion and air quality [8].   

B. Wearables
IoT is a fast-growing technology where wearables are a

new chapter of human-computer interaction. Wearables are 
tiny and eco-friendly devices. Just like NFC Smart Rings, 
Smart Posture Trainer, and Smart Shoes, Smart Jewelers, 
Fitness tracker, Smart Band for Blinds, Smart clothing these 
are all wearable devices [9] [10] [11] [12]. It assumes that 
data and information about users can be obtained from 
objects that can be easily carried on the body. 

  Wearable devices surged in popularity during the first half 
of 2021 in Bangladesh, leveraging super-fast networks to 
provide unique services to clients, enabling them to perform 
more than fundamental workout roles. Modern appliances 
provide clients with specific benefits and fulfillment 
requirements. 

   Wear technology is based on three steps-WBAS, an 
internet-connected gateway, and a cloud-powered base. 
Wearable Body Area Sensors (WBAS) collect health-
focused data and provide high-resolution, accurate clinical 
data through real-time patient information sensors. The 
Internet-connected gateways comprise short-range 
communication between sensors and computing resources 
that enable the data from the detector to the severs to 
continue. Cloud-powered BAS is a system that can create a 
network of smartphones and sensors for a smooth 
handshake and data transmission. After passing through 
these three stages, wearables operations will be able to track 
data in real time.  

      IT departments and Engineering students in 
Bangladesh are trying to make smart devices with the help 
of IoT and invent many new devices. Just like the Safe Band 
system for women safety from physical harassment, 
refillable drug delivery is designed into the BD LibertasTM 
wearable injector, which is designed for combination 
Products, the Smart Blind Stick for blind people, and so 
many others.  

C. IoT application Smart home:
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In Bangladesh, the population is growing faster than 
energy consumption, thus causing people to become more 
dependent on electronic devices. Electricity consumption is 
increasing due to this heavy use. To maximize the efficiency 
of energy, people need to use smart home appliances for 
managing it. In the smart home, smart gadgets are the brain 
that can be programmable and semi-automated, which can 
drive up costs and reduce energy consumption. Smartphones 
allow clients to control smart home devices from anywhere 
via the internet. Smart home devices can also be scheduled 
to automatically shut off when people are sleeping or away 
to help save energy.  

Smart home appliances are not just used to save energy, 
it also provides security, privacy, and saving time. A smart 
home appliance is like a Home-Intelligent Television’s 
entrance contents video and music on voice are demanded 
by accessing the web. Smart security cameras alert the 
owners if an unknown attitude is noticed. Smart lighting 
systems detect people's presence by using lighting as 
required. Smart locks and garage doors unlock when they 
detect known people nearby. Smart thermostats give 
feedback on strength consumption and recall clients for 
repairing leaks, among other things. 

Smart home security isn’t enough to take appropriate 
action to protect connected home devices (ensuring strong 
passwords). It must take another route that we will never 
consider an attacker using to gain access to your smart home 
network, such as changing passwords every six months, 
updating devices on a regular basis, and using secure cloud 
storage. [13], [14]   

D. IoT Application in Agriculture-Smart Farming:
Agriculture is the backbone of developing countries like
Bangladesh. A majority of Bangladesh’s population lives in
the agricultural sector. Using IoT technology with
agricultural methods will help to grow horticulture in the
field. Its main goal is to increase the efficiency of
operations, improve product quality and reduce production
costs by using sensors to monitor the condition of crops
which is called smart agriculture.

Freshwater fish production in Bangladesh will rank 2nd in 
2020. In addition, we can use IoT to generate income from 
the blue economy. Concerning the blue economy. 

     Bangladesh has a great deal of potential. The sea supplies 
16% of our country’s fish production. Also, Soil fertilizers, 
pH values, and moisture can be monitored and analyzed in 
real time by intelligent soil sensors which are in an 
affordable, fast and accurate manner. A satellite surveillance 
program that can monitor's agricultural fields and provides 
actionable intelligence based on satellite imagery. Cowdy is 
a Fitbit device that monitors cows’ health, activity, and heat 
cycles in real time and provides timely advice to farmers 
and so many more devices use in the agricultural field in 
Bangladesh. Let’s discuss smart agricultural steps.  

The precision farming method for making agriculture 
processes more precise and controlling livestock and crops. 
Drone is used for improving farming. It provides visual 
image data with a wide range of parameters. Livestock 
monitors the movements of surroundings, eating habits, 
weight, and reproductive cycle. Smart greenhouses are used 
to monitor and control temperature, lighting, soil and 
mineral content, and humidity which reduce waste [15] .  

E. Application in Health-care
Smart e-health care is another grace of the IoT. By using

sensors, doctors can measure temperature, BP, heart rates 
etc. online or offline. Smart e-health care monitoring 
systems are designed for use in hospitals and homes as well 
as for evaluating and detecting various means such as 
temperature, ECG, pulse rate, and arterial pressure. This 
system will also generate an alert that will be sent to 
doctors, where we can analyze a patient's condition based on 
his previous data and we will recommend medication in 
case of an emergency using AI [16] [17] .  

The vast majority of Bangladeshis live in rural areas. It 
is very difficult for rural people to receive proper care from 
the doctor or medical facilities. So, think of something new 
for needy or helpless people in underdeveloped areas: how 
to provide medical and health care facilities to them by 
using IoT technology. So, we can use IoT apt throughout the 
area, which is aligned with a sensor-based hardware node 
able to detect the conditions of people in the affected area, 
and after that send an alert or SOS message to rescue them 
and give them the treatment they need [18].  

The current situation and challenges of IoT-based 
intelligent telemedicine health services are to help the rural 
population through medical facilities. People do not have to 
travel far to get medical advice They assist patients by 
providing medical services online, allowing patients to 
receive health care in the comfort of their own homes. In the 
future, we will try to develop a health care system that 
provides for all, rich or poor. 

F. Smart Grid:

With the rapid development of the Internet, smart grids
are combined with automation, communication, and IT 
systems. A smart grid is a proposal where the safety system 
of the clients must be secured by trucking, renewing, 
correctly dividing charges by smart meters, and providing a 
secure connection between the provider and clients by 
detecting systems. The daily challenge is to maintain 
credibility. If we want to keep cities livable and use 
sustainable energy methods, we need to turn them into smart 
grids. By customizing their smart tools, clients can avoid 
rush hour traffic and reduce their electric bills.  

      Smart grids are a foreign concept in Bangladesh. 
Compared to traditional systems in Bangladesh, such as an 
adequate and secure power supply, smart grid technology 
provides much more benefits and effectiveness. This 
problem occurred as a result of the lack of generation 
capabilities and transmission and distribution losses. With 
the help of smart grid technology, these losses can be 
minimized. The Bangladesh government also faces the 
problem of load shedding. Smart peak management can 
solve the load shedding issue [19]. Conventional electricity 
grids have an average efficiency of around 33%, according 
to the World Energy Organization, while smart grids have a 
60% efficiency. 

      According to the World Pollution Index, the Bangladesh 
capital, Dhaka is the most polluted city in the world. But a 
smart grid can reduce carbon dioxide emissions by giving 
continuous feedback on electricity usage. To improve and 
upgrade the system, the Bangladesh Power Development 
Board (BPDB) must look into adopting smart grid 
technology. The Electric Power Research Institute (ERRI) 
reports that this system will reduce greenhouse gas 
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emissions by 20% by 2050. There are benefits for 
Bangladesh as well [20]. 

V. IOT DEVICE IMPLEMENTED IN THIS STUDY

Things are becoming cheap and easily accessible 
communication devices in physical objects thanks to 
embedded and power electronics systems, and the IoT is 
being transformed into an intelligent network of connected 
devices. Consumers, businesses, industry, health 
professionals, the government, education research, and 
many other sectors have become increasingly interested in 
these devices because of their increasing use. When IoT 
devices are used in the classroom or on a laboratory 
activity, students are more likely to become motivated. 

To enhance the learning and teaching process, educators 
and educational institutions are constantly exploring new 
opportunities. IoT proved to be an exciting option for 
educators as they explored it on the way to integrating it 
into their educational activities. IoT in education can be 
classified into two categories: 

a. Ease the teaching of difficult subjects using IoT
devices.

b. Constructing courses on IoT

Figure 2: Smart Devices implemented by students (a)Smart 
Stick, (b) Smart Grass-Cutter, (c) Double axis Sun Tracker, (d) 

Smart Dustbin 

In the age of IoT technology, students are being attacked 
every day. By utilizing previous tasks, internet browsing, 
and historical research, students are trying to develop new 
inventions. In Bangladesh, many universities like IUB, 
NSU, AIUB, UIU etc. are now giving students opportunities 
to discover their talents by working hard. Fig. 2 shows four 
examples of implemented devices. It is possible for students 
to make gadgets by themselves with the assistance of 
faculty members, professors’ directions, and cooperating 
team members. 

VI. CHALLENGES BEHIND IOT DEVELOPMENT

IoT is becoming more important in the way humans 
exist, transmit, and build up a career in Bangladesh. All over 
the globe, Internet-connected gadgets are transforming our 
global rights and adding active places for living. But, still, 
there are many different kinds of challenges ahead for the 
IoT. IoT challenges describe below: 

 Figure 3: Challenging faces IoT Technology 

A. Design Implementation
      IoT-based smart gadgets can collect data from 

sensors, process it, and transmit it over the Internet to 
perform tasks. But before performing the task, we need to 
verify the design implementation for the project, so it's 
better to use a standard protocol, such as the Open Mobile 
Alliance. 

      Device Management (OMA-DM) or OMA LwM2M 
(lightweight Machine-to-Machine OMA LwM2M). Device 
security is an ongoing problem that is mostly regarded as a 
software issue that can be resolved with encryption and 
other measures. The hardware design of IoT products can 
reduce the likelihood of unwanted, unauthorized access 
[21]. With the help of these suggestions, we'll be able to 
overcome common design challenges in IoT and 
successfully develop products. 

B. Privacy and Security Issues
Encryption is a great way to prevent hackers from

accessing data, but it is also a major security issue for the 
IoT. Most of these IoT devices and products are not 
sufficiently tested and updated, which is why they create 
hacker attacks and other security issues. Weak credentials 
and login information make almost all IoT devices 
vulnerable to password cracking and brute-force attacks. 
Make sure that each IoT device has a unique password that 
can be changed several times. Make passwords very 
complex and difficult to crack. Writing passwords on a 
piece of paper is better than betting. Security means that 
your systems are updated with the latest security measures 
that can prevent the latest forms of attacks.  

C. Customer Expectation
IoT is a fascinating field with great prospects to

revolutionize the way we breathe, do tasks, and act. 
Customers expect a smoother and more modern experience. 
Therefore, companies must be prepared for a dynamic 
market. System failures, orphan technologies, and lost 
productivity can occur when consumer expectations and 
product realities do not match. So, before making projects in 
the IoT, keep in mind customer expectations. 

D. Awareness
Cybersecurity projects for the IoT are complex and pose

unique challenges that require special attention. To build a 
secure IoT architecture, we must consider securing the IoT 
architecture as a whole. On the plus side, there is a growing 
awareness within the IoT industry, as well as among the 
general public, of the urgent need to address these issues. 
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Social engineering attacks benefit from the simple fact that 
human error is most easily circumvented by targeting people 
using the IoT because of their ignorance and lack of 
awareness, so we must be aware of these things.  

E. Connectivity
      Connectivity is one of the biggest issues 

confronting IoT technology. Without an improved 
connecting infrastructure, we cannot increase access or 
performance. Competent employees concerned about video 
streaming and transmission bandwidth in IoT operations 
will make a quick attempt to land a job with the current 
server-client version of IoT. IoT networks certify and frank 
services via a centralized server. Choosing the most 
appropriate wireless technology comes after first evaluating 
the power requirements, coverage, data rates, mobility, and 
delay time, among other aspects, in order to develop a 
system that fulfills the demands of the device and 
application.  

F. Lack of knowledge
      45 percent of respondents reported that they have 

lacked skills and experience in IoT. A skill upgrade and 
refresher program are the best solution for addressing the 
IoT skills gap. Information about IoT along with your 
company's projects will grow more vastly. The power of 
your IoT knowledge and skill will be stronger. IoT is not 
only the area where this holds true, but also A.I. in general. 
In my point of view that we should start considering 
employee training and skill development as a standard part 
of the IT budget. It is currently impossible to retain a solid 
IoT savvy employee without instructing them to do their 
job.  

G. Quality of Service
     Thanks to the efficient quality of service 

management, IoT systems are more likely to receive alerts 
and other high-priority signals in near real-time. Consider 
the advantage of being able to rapidly shut off a supply 
valve when sensors detect a security threat, rather than 
relying on commands for distant location monitoring. Along 
with the assurance that vital communications will be 
prioritized through a dependable QoS, the IoT client may 
save money by connecting additional nodes to the network. 
Advanced QoS solutions meet the demands of IoT devices 
while also taking into account the needs of other IoT 
devices sharing a gateway—all reliably and securely.  

H. Business-challenge
      It's like a digital transformation using digital 

technology to transform business models and provide new 
opportunities to generate revenue and value. Companies that 
embrace the IoT for the information, analytics, and actions it 
provides will find a competitive advantage in the market. 
The IoT will improve products, services, and customer 
expectations. It will also distribute funds equally from the 
start for innovation and the development of new products 
and services. While some of these issues may seem 
daunting, incorporating the IoT into business is a beneficial 
and necessary measure to stay competitive. That will change 
tomorrow because what we know today is a new scene.  

VII. FUTURE SCOPE

IoT has a seemingly endless future ahead of it. Through 
improved network agility, integrated artificial intelligence 
(AI), and the ability to install, automate, manage, and 

protect a variety of use cases at hyper scale, advancements 
to the industrial internet will be hastened. Not only may 
billions of devices be enabled at once, but vast amounts of 
useful data can also be used to automate a variety of 
business operations. Service providers will increasingly 
enter the IT and web-scale sectors, creating entirely new 
income streams as networks and IoT platforms improve to 
tackle these difficulties through higher capacity and AI. For 
example, in the future, if a camera is deployed with AI and 
connected to IoT via machine learning, it will be capable of 
automatically detecting an unauthorized area or any type of 
accident, and it will take a smart solution in a short period of 
time. With the Internet of Things and artificial intelligence 
working together as they do, as was explained in this article, 
we may design and produce new projects that are one-of-a-
kind. IoT and AI are extremely broad fields of study, and 
they possess the potential to alter the world's physical 
environment. AI and IoT will exert a mind-blowing 
influence in the forthcoming years, and the prospect of new 
ideas thrills people. 

VIII. CONCLUSION

To maximize efficiency and facilitate human lives, 
Bangladesh is implementing Internet of Things (IoT) 
technology in multitude of industries. IoT devices' 
significance is not widely recognized in Bangladesh. 
Everyday IoT usage is common in Bangladesh, yet few 
people are aware of the potential for IoT to transform lives. 

Some students in Bangladesh are exploiting the Internet 
of Things to create military espionage robots, programmable 
sticks, speech recognition systems, auto-attendance gadgets 
Etc. In this article, as IoT advances continue to expand, we 
highlight several IoT applications in various areas in 
Bangladesh. Quite likely, by now, everyone has at least one 
of these gadgets. 

Innovative players can exceed established competitors 
with innovative approaches, methods, and solutions. 
Between 2018 and 2023, 500 million new applications will 
develop, which is equal to all of the apps created over the 
preceding 40 years, according to the IDC estimate. By 2021, 
there will be an additional 9% development in IoT devices 
globally, reaching 12.3 billion, predicts IoT Analytics. The 
year 2025 will anticipated by more than 27 billion IoT 
devices. 
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Abstract— The Joint Commission on Accreditation of 

Healthcare Organizations (JCAHO, 2002) initiated 

implementation for accreditating institutions that provided 

quality health care services for improving patient safety, 

enforced in January 2003 (The Joint Commission, 2021). Only a 

few healthcare facilities had programmes in place for managing 

health and safety at work. Healthcare personnel faced problems 

from infections, workplace violence and harassment and poor 

environment conditions (New ILO/WHO Guide Urges Greater 

Safeguards to Protect Health Workers, 2022). The objective of 

this paper was set up to find out Safety as a Quality Care 

Assessment Parameter among HCPs of selected Goa Hospitals. 

Exploratory, descriptive design was used to identify whether 

the hospitals were following norms as per the Indian Public 

Health Standards [2013]. 508 participants met the inclusion 

criteria. A five-point Likert scale was used for the structured 

questionnaire. This paper used logit model to explain the 

relationship between socio-demographic variables and the 

perception of Healthcare providers (HCPs) on the five 

considered parameters (hospital building safety, security 

placement, CCTV installation, firefighting equipment & safety 

measure periodic training). The majority 81.27% of the selected 

HCPs were from public-run hospitals. While 76.25% of them 

were nurses, doctors remained at 23.75% only. Based on five 

selected parameters, privately owned hospitals revealed better 

performance than the public run hospitals in Goa. 

HCPs of all centres /hospitals were dissatisfied with the five 

subcomponents of physical safety services available in various 

hospitals. Experience of >20yrs showed satisfaction relating to 

the availability of ‘firefighting equipment’ & ‘periodic training 

on safety measurements’ in hospitals of Goa. Doctors, as a 

component of HCPs, showed satisfaction as regards the safety of 

hospital buildings. 

Keywords— Physical safety, health care providers, security 

system, firefighting equipment & Periodic training. 

I. INTRODUCTION

The Joint Commission on Accreditation of Healthcare 

Organizations (JCAHO, 2002) initiated implementation for 

accreditating institutions that provided quality health care 

services for improving patient safety and enforced in January 

2003 (The Joint Commission, 2021). Globally health-care 

quality domain included safety of clients and the HCPs. Lack 

of safety resulted in health-care cost for clients due to 

morbidity leading to increased length of hospital stay. On 
patient safety culture, positive responses were observed 

during Teamwork (80.1%) and Organizational learning 

(77.8%)  at a public sector tertiary care hospital in South India 

(Rajalatchumi et al., 2018). The Director, Department of 

Environment, Climate Change and Health (WHO) voiced 

that even in Pre-COVID-19 pandemic, the health sector was 

one of the most unpredictable sectors for the healthcare 

workers. Only a few healthcare facilities had programmes in 

place for managing health and safety at work. Healthcare 

personnel faced problems from infections, workplace 

violence, harassment, and poor environmental conditions 

(New ILO/WHO Guide Urges Greater Safeguards to Protect 

Health Workers, 2022). 

 Aruna Shanbaug (Nurse) at the King Edward Memorial 

(KEM) Hospital was attacked on November 27, 1973. A 

sweeper at the hospital, Valmiki throttled Shanbaug with a 

dog chain and sexually assaulted her, leaving her in a 

vegetative state and triggering a debate on euthanasia before 

her death on May 18, 2015 (Everything Happened in a Fit of 
Rage, Says the Man Who “Attacked” Aruna Shanbaug, 

2015). A 20-year-old woman in Parel’s Mahatma Gandhi 

Medical College (MGM) Hospital was allegedly molested in 

the hospital’s lift by a wardboy while on her way to the 

Physiotherapy Department. Only limited areas have access to 

CCTV cameras including a lack of security staff (Aruna Is a 

Grim Reminder for KEM Nurses, 2022). 

To maintain safety measures of their clients, the 

institutional /occupational health safety was introduced by 

the Workers Compensation Board (WCB). This necessitated 

the need to maintain safety protocols (Yassi & Hancock, 

2005). While “Safety” is protection against hazards, security 

is protection against threats (Kjellen & Larsson, 1981). 

Studies have reported women’s safety concerns while 

accessing healthcare services (Lubbock & Stephenson, 

2008). A few have addressed the potential challenges related 
to safety for both HCPs and HCRs. It is more worrisome for 

vulnerable pregnant mothers, children and female health 

workers (Xaba et al., 2012). 

Clients justified their trust and stated that HCPs, in spite 

of hurdles, have offered best of healthcare services to their 

clients. Probably the ‘resigned trust’ may have arisen from a 

lack of alternatives for free health care owing to system 

dependence (Ward et al., 2015). Fire incidents have been 

reported. Ex, SSG Hospital – Vadodara (2019), BRD Medical 

College – Gorakhpur (2017), SSKM Hospital – Kolkata and 

SUM Hospital – Bhubaneswar (2016).  GTB Hospital (1500) 

Delhi, did not have a no-objection certificate (“NOC”) from 

the fire department (Fire at Children’s Ward in GTB Hospital 

in Delhi, All Evacuated, 2016). Only four of the 1700 Odisha 

hospitals had statutory fire safety clearances (2016, NDTV). 
80%–90% of government hospitals (Nellore) did not have 

NOC from the Fire Services Department (2017,The HANS). 
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II. METHODOLOGY

A. Research Design and Methods

An exploratory, quantitative and descriptive design was 

used to identify whether the health units  were following 

norms as per the Indian Public Health Standards. 

B. Data collection procedure

The present study included selected health units of Goa. 

A cross-sectional, descriptive study was conducted between 

May 2017 and May 2018. Primary data was collected from 
HCPs selected from north and south district of Goa to find 

out Safety as a Quality Care Assessment Parameter   among 

HCPs of selected Goa Hospitals. A five-point Likert scale 

was used for this study. Only doctors and nurses willing to 

participate in the study and who were available at the time of 

data collection were included. A feasible slot during the non-

busy shift time was provided by the authorities. The 

Investigator met each potential respondent and requested to 

complete the questionnaire without discussing the 

questionnaire items with their colleagues, to complete the 

same as soon as possible, and hand over to the person kept in 
charge. This would be later collected by the investigator on 

the date and time specified to them. Each HCP spent 10 to 15 

minutes filling up the questionnaire. All the distributed 

questionnaires were completed and returned after a week’s 

time.  

Ethical clearance was obtained from Director, Directorate 

of Health Services, Goa, and Medical Superintendent of a 

private hospital. Further permission was obtained from 

respective Heads of the Departments of the hospitals under 

study. Initially, a sampling frame of HCPs available in each 

hospital was prepared. A simple random technique was used 

to obtain a sample of 700 HCPs However, a total of 508 

participated in the study. A structured questionnaire was 

designed in English. The content of the questionnaire was 

divided into two sections. Section - I consisted of socio-
demographic variables and Section - II consisted of questions 

on the perception of HCPs towards Safety as a quality care 

assessment parameter in their hospitals on five selected 

components. 

III. DATA ANALYSIS

The Excel (Microsoft Office version 2003)/SPSS/STATA 

computer program was used to analyze the data. This paper 

uses logit model to establish the relationship between socio-

demographic variables and the perception of healthcare 

workers on the considered parameters which included five 

sub-items: Safe hospital building, security system placement 
(security guards), CCTV provision, firefighting equipment, 

& periodic training. 

Analysis is conducted by estimating models denoted by 

equations [1]. The dependent variables Y1, Y2, Y3, Y4 & Y5 

represents whether the healthcare provider is satisfied with 

the above-mentioned sub- items. If the healthcare provider is 

satisfied the score is equal to “1” and if not satisfied the score 

is “0”.  

𝑌1𝑖
∗ = 𝑋𝑖

′𝛽 + 𝜖1

𝑌1𝑖
= 1, 𝑖𝑓 𝑌1𝑖

∗ > 0 ------- [1]

𝑌1𝑖
= 0,    𝑖𝑓 𝑌1𝑖

∗ = 0 

In the above equations, Xi is a vector of individual-level 

characteristics, β is a vector of parameters, and ɛ1i is the error 

term that is normally distributed. The above logit equations 

are estimated by the maximum likelihood method. 

IV. RESULTS

TABLE 1. SUMMARY STATISTICS 

Independent Variables 

Gender 

Male 18.41% 

Female 81.59% 

Education Level 

Diploma 42.08% 

Graduate 28.38% 

Postgraduate and above 29.54% 

Years Of Experience 

<5  43.30% 

5-10 23.88% 

>10-15 15.73% 

>15-20 7.38% 

>20 9.71% 

Income 

<25,000 39.30% 

25001-50,000 31.71% 

>50,000 28.99% 

Working Field 

OPD/Casualty/Emergency 30.17% 

Indoor 69.83% 

Medical Staff 

Nurses 76.25% 

Doctors 23.75% 

Hospital Type 

Primary Health Centre (PHC) 10.04% 

Community Health Centre (CHC) 12.93% 

Sub District Hospital (SDH) 35.91% 

District Hospital (DH)   22.39% 

Private Hospital 18.73% 

Source: Health Care Providers’ perception database collected by author 

The majority 81.27% of the selected HCP were from public 

run hospitals. While 76.25% of them were nurses, doctors 

remained at 23.75% only. Highest 43.30% had experience of 

less than five and 7.38% were the lowest i.e., >15 - 20years. 

69.83% of the respondents were found to be working in the 

ward: remaining 30.17% had to manage OPD/Casualty 

/Emergency. Regarding income, 39.30% earned <Rs 25000 

while 28.99% earned >50,000/month. 

TABLE 2 depicts that Female HCPs are found to be 

significant and negatively associated (-12.1%) with 

satisfaction regarding availability of firefighting equipment 

in the hospitals. Graduates HCPs are found to be significantly 

negatively associated (-10.2%) pertaining to provision of 

CCTV services in hospitals. As regards >5-10yrs experience, 

HCPs show significantly negative association (-13.3%); 

towards security system being in place (physical presence of 

security guard and their monitoring at entry points). HCPs 
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with > 10-15yrs of experience reveal significantly negative 

association (-22.4% & -23.2%) on safety of hospital 

buildings & hospital security system (security guard) being 

in place. 

With >20yrs of experience, HCPs indicate significantly 

positively association (21.7% & 20.5%) for availability of 

firefighting equipment & periodic training on safety 

measurements in hospitals respectively. In the category of 

income Rs. 25,000 - Rs50,000, HCPs reveal significant 

negative association (-14.4%) & -15.5%) in terms of 
availability of firefighting equipment & periodic training on 

safety measurements in hospitals respectively. 

Indoor HCPs show significantly negative association (-

12.1%) towards availability of firefighting equipment in 

hospitals. Doctors displayed a significant positive association 

(18.9%) in the selected hospitals relating to safety of hospital 

buildings. 

PHCs, CHCs, SDHs & DHs are significantly less likely to be 

satisfied (-40.3%, -17.6%, -62% & -20.6%) on 

subcomponent of safety i.e., Safe hospital buildings. PHCs, 

CHCs, SDHs & DHs indicate significant negative association 

(-42.8%, -19.8%, 48.2% & 16.9%) relating to provision of 

security guards within hospital units & premises. 

PHCs, CHCs, SDHs & DHs reveal significantly negative 

association (-70.3%, -73.5%, -50.8% &-42%) relating to 

provision of CCTV camera in hospitals. PHCs, CHCs, SDHs 
& DHs show significant negative association (-62.8%, -

43.1%, -57.3% &-25.8%) on availability of training 

programmes for the HCPs working in different units of 

hospitals. PHCs, CHCs, SDHs & DHs explain significantly 

negative association (-60.5%, -34%, -64.5% & -36%) on 

availability of firefighting equipment.

TABLE 2. SATISFACTION OF HEALTHCARE PROVIDERS BASED ON THEIR SOCIO-DEMOGRAPHIC VARIABLES 

(1) (2) (3) (4) (5) 

Safe hos build Security guard CCTV Fire fighting Training 

GENDER=1 0 0 0 0 0 

(.) (.) (.) (.) (.) 

GENDER=2 -0.0402 0.0856 -0.00237 -0.121** 0.0624 

(0.0585) (0.0615) (0.0547) (0.0609) (0.0576) 

EDUCATION LEVEL=1 0 0 0 0 0 

(.) (.) (.) (.) (.) 

EDUCATION LEVEL=2 -0.00565 -0.0216 -0.102** -0.0481 -0.0767

(0.0510) (0.0511) (0.0462) (0.0509) (0.0523) 

EDUCATION LEVEL=3 -0.0122 -0.00224 0.0135 -0.00157 -0.0287

(0.0481) (0.0508) (0.0498) (0.0497) (0.0503) 

YEAR OF EXERIENCE=1 0 0 0 0 0 

(.) (.) (.) (.) (.) 

YEAR OF EXERIENCE=2 -0.0594 -0.133*** -0.0470 0.0753 0.0465 

(0.0496) (0.0515) (0.0490) (0.0496) (0.0493) 

YEAR OF EXERIENCE=3 -0.224*** -0.232*** -0.0860 0.107* 0.0162 

(0.0594) (0.0605) (0.0525) (0.0575) (0.0576) 

YEAR OF EXERIENCE=4 -0.0806 0.0553 -0.136* 0.140* 0.0948 

(0.0831) (0.0705) (0.0811) (0.0747) (0.0806) 

YEAR OF EXERIENCE=5 -0.0503 -0.0156 -0.0202 0.217*** 0.205*** 

(0.0721) (0.0737) (0.0755) (0.0674) (0.0727) 

INCOME=1 0 0 0 0 0 

(.) (.) (.) (.) (.) 

INCOME=2 -0.0109 -0.0661 -0.0950* -0.144*** -0.155***

(0.0508) (0.0529) (0.0505) (0.0523) (0.0539) 

INCOME=3 0.0245 0.0535 -0.0749 0.00648 0.0255 

(0.0590) (0.0601) (0.0608) (0.0616) (0.0628) 

AREA=1 0 0 0 0 0 

(.) (.) (.) (.) (.) 

AREA=2 0.0108 -0.0303 0.00294 -0.121*** -0.0277

(0.0471) (0.0467) (0.0450) (0.0456) (0.0461) 

Occupation=1 0 0 0 0 0 

(.) (.) (.) (.) (.) 

Occupation=2 0.189*** 0.0714 -0.0673 0.0613 0.0203 

(0.0624) (0.0634) (0.0591) (0.0642) (0.0627) 

Hospital=1 -0.403*** -0.428*** -0.703*** -0.628*** -0.605***

(0.0829) (0.0789) (0.0682) (0.0671) (0.0732) 

Hospital=2 -0.176** -0.198*** -0.735*** -0.431*** -0.340***

(0.0702) (0.0656) (0.0621) (0.0669) (0.0752) 

Hospital=3 -0.620*** -0.482*** -0.508*** -0.573*** -0.645***

(0.0502) (0.0494) (0.0614) (0.0426) (0.0489) 

Hospital=4 -0.206*** -0.169*** -0.420*** -0.258*** -0.360***

(0.0607) (0.0531) (0.0695) (0.0509) (0.0621) 

Hospital=5 0 0 0 0 0 

(.) (.) (.) (.) (.) 

Observations 508 508 508 508 508 

AIC . . . . . 

Standard errors in parentheses; * p < 0.10, ** p < 0.05, *** p < 0.01; Source:  compilation author 
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V. CONCLUSION

HCPs of all centres /hospitals are dissatisfied with the five 

subcomponents of physical safety services available in 

various hospitals. This is in line with the study stating that 

very few healthcare facilities had programs in place for 

managing health safety at work (New ILO/ WHO Guide 

Urges Greater Safeguard To protect Healthcare workers, 

2022). However hospital staff with experience of >20yrs, 

expressed satisfaction relating to the availability of 

firefighting equipment & periodic training on safety 
measurements in hospitals of Goa. Meanwhile, doctors, as a 

component of HCPs, showed greater satisfaction regarding 

hospital buildings' safety. Hospital authorities can take 

measures in terms of providing conducive safe environment 

conditions through monitoring the adequacy of Safe 

buildings, operationalizing CCTV cameras, security staff 

provisioning at vantage points, ready-to-use firefighting 

equipments, and timely training of hospital staff to anticipate 

and meet any emergency situations.. 

REFERENCES 

[1] Aruna is a grim reminder for KEM nurses. (2022). Free Press
Journal. https://www.freepressjournal.in/mumbai/aruna-is-a-
grim-reminder-for-kem-nurses

[2] Dašić, P., Dašić, J., & Crvenković, B. (2017). Improving
Patient Safety in Hospitals through Usage of Cloud Supported
Video Surveillance. Open Access Macedonian Journal of
Medical Sciences. https://doi.org/10.3889/oamjms.2017.042

[3] Everything happened in a fit of rage, says the man who 

“attacked” Aruna Shanbaug. (2015, May 30). Hindustan
Times. https://www.hindustantimes.com/india/everything-
happened-in-a-fit-of-rage-says-the-man-who-attacked-aruna-
shanbaug/story-aSO7xnmpqn5FPwhiQkOB1K.html

[4] Fire at children’s ward in GTB Hospital in Delhi, all
evacuated. (2016, October 23). The Indian Express.
https://indianexpress.com/article/india/india-news-india/fire-
at-childrens-ward-in-gtb-hospital-in-delhi-all-evacuated-

guru-teg-bahadur-hospital-3097746
[5] Gupta S. Bhubaneswar Fire: Owner Of SUM Hospital, Where

21 Died, Arrested. NDTV; 2016. Available from:
https://www.ndtv.com/india-news/bhubaneswar-fire-owner-
of-sum-hospital-where-21-died-arrested-1476647

[6] ILO/WHO guide urges greater safeguards to protect health
workers (2022, February 21). Www.ilo.org.
https://www.ilo.org/global/about-the

ilo/newsroom/news/WCMS_837406/lang--en/index.htm
[7] The Joint Commission. (2021). National Patient Safety Goals.

Jointcommission.org.
https://www.jointcommission.org/standards/national-patient-
safety-goals/

[8] Kjellen, U., & Larsson, T. J. (1981). Investigating accidents
and reducing risks — A dynamic approach. Journal of
Occupational Accidents, 3(2), 129–140.

https://doi.org/10.1016/0376-6349(81)90005-5
[9] Prasad PV. Government Hospitals Lack Fire Safety 

Equipment. The Hans India; 2017.
http://www.thehansindia.com/posts/index/Andhra-
Pradesh/2017-07-14/Government-hospitals-lack-fire-safety-
equipment/312219

[10] Rajalatchumi, A., Ravikumar, T., Muruganandham, K.,
Thulasingam, M., Selvaraj, K., Reddy, M., & Jayaraman, B.
(2018). Perception of patient safety culture among health-care

providers in a Tertiary Care Hospital, South India. Journal of

Natural Science, Biology and Medicine, 9(1), 14. 
https://doi.org/10.4103/jnsbm.jnsbm_86_17 

[11] Sharma, R., Bakshi, H., & Banerjee, A. (2020). Fire Safety 
Hazards: How Safe Are Our Hospitals? Indian Journal of
Community Medicine: Official Publication of Indian
Association of Preventive & Social Medicine, 45(1), 104–105.
https://doi.org/10.4103/ijcm.IJCM_182_17

[12] The Joint Commission. (2021). National Patient Safety Goals.
Jointcommission.org.
https://www.jointcommission.org/standards/national-patient-

safety-goals/
[13] Ward, P. R., Rokkas, P., Cenko, C., Pulvirenti, M., Dean, N.,

Carney, S., Brown, P., Calnan, M., & Meyer, S. (2015). A 
qualitative study of patient (dis)trust in public and private
hospitals: the importance of choice and pragmatic acceptance
for trust considerations in South Australia. BMC Health
Services Research, 15(1). https://doi.org/10.1186/s12913-
015-0967-0

[14] Xaba, Nnoi. A., Peu, M. D., & Phiri, S. S. (2012). Perceptions
of registered nurses regarding factors influencing service
delivery in expanding programmes in a primary healthcare
setting. Health SA Gesondheid, 17(1).
https://doi.org/10.4102/hsag.v17i1.535

[15] 15. Yassi, A., & Hancock, T. (2005). Patient Safety - Worker
Safety: Building a Culture of Safety to Improve Healthcare
Worker and Patient Well-Being. Healthcare Quarterly, 8(sp),

32–38. https://doi.org/10.12927/hcq..17659

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 422



Correlation of technology with Agriculture 
line 1: 1st  Vanishree Pabalkar Surname     Line 1: Ruby Chanda 

line 2: Symbiosis Institute of  Management Studies line 2: Symbiosis Institute of Management Studies 

Symbiosis International (Demmed University)     Symbiosis International (Demmed University  

line 3: SIMS     line 3: SIMS 

(of Affiliation)     (of Affiliation) 

line 4: Pune, India     line 4: Pune, India 

line 5: vanishree.p@sims.edu     line 5: ruby.chanda@sims.edu 

Abstract—Purpose - The purpose of this paper is to 

estimate the effect of technology on farmers’ socio-

economic 

development. Design and Methodology/approach - 

The Data collected for the variables is from Research 

papers and through Primary study. The author applies 

One-way Anova and t test for the Analysis. Findings - 

It is found, from the study that in spite it has been 

observed that there is drastic decline in the farmers 

globally. The adoption of Automation and Smart 

farming will certainly result in better output. However, 

the challenge is to assess the amount of impact that 

would be caused on the workforces and labor in the 

sector. There are certainly few skills needed and the 

human element is of utmost significance. 

Originality/value-Statistical outcomes from the study 

will assist the Government and the Local bodies in 

developing countries to assess the magnitude of 

agricultural policy variables along with the 

Technology towards an effort to make optimum use of 

the inputs on agriculture as the catalyst for the 

economic development of the Country. 

Keywords—Agribusiness, Technology, Economic 

development, social development, Economic progress, 

Correlation.  

technology include tools like the Cloud, environment, 

social and economic conditions Machine learning, Artifi 

cial Intelligence, in the society. 

system design solutions, and other such technologies 
that actually boost up the output in Agribusiness. 

The method of smart and intelligent ways of 

producing food enable the development of new 

business models. This leads to more advanced 

method to effectively come up with food systems 

which would then be adequately efficient, effective, 

nutritious, sustainable and resilient. 

The usage of technology is the need of the hour to 

ensure that Agribusiness takes new paths to 

The current study has been undertaken to assess the 

effect of technology on farmers’ socio-economic 

development. For assessing the effect, various 

dimensions were considered like health, spouse’s 

emotions and children’s education with their 

behavior and health. The sample comprised of 150 

respondents from Sholapur district of Maharashtra 

state. The empirical study comprised ‘self-

motivated’ and ‘external influences’ which includes 

water or multiply with the growth in the population 

in the coming few decades. The picture is not yet 

respondents through structured questionnaire, some 

items were modified & few items deleted clear if the 
needs of all citizens would be and 90 items were 

assessed. Apart from appropriately met in the 

coming times. With paramet ric statistical tools, 

ANOVA, technological advancements, efforts are 

made to meet this need in a sustainable manner. 

Technology is one tools that can resolve the 

MANCOVA, are used in this study for data analysis 

and it has been business (20.0) and SPSS AMOS. 

Issues that are posing as challenges in rapid rate of 

urbanization is expected in the coming 

[1] INTRODUCTION 

Global demand in the food industry will escalate by 

50 per- cent more by2050.Thisimpliesthattherehas 

to be adequate food to feed minimum of 10 billion 

with rising income levels. With this increase, a time, 
around 66 percent of the world’s population is 

expected to be residing in the urban areas. 

Technology offers a Plethora of opportunities in 

today’s world where the connectivity within two 

spheres has become so conveniently possible with 

presence of Internet. The consumer behavior in the 

2 food and Agriculture industry is changing and 

getting influenced with the fluctuations in the 

market. For instance, the fat, vitamins, minerals and 

calorie, intake per capita tend to multiply rapidly and 

are associated with high incomes. Customer’s 

todays are more conscious and tend to demand food 
that is healthier, Vegan, Nutritious and fresh at the 

same time.  

SUPPLY CHAIN ORCHESTRATION TRANS- 

PARENCY 

at that point world food creation 35 should 

MATERIALAND METHODS ascend by 70%. 

Food creation inside the Three are right now 7.2 

billion individually s on creating scene will likewise 

need to twofold.  the planet today. The total 

populace has Arriving at 

consistently ascended from an aggregate of 

4.4billion people in 1980 to arrive at  a  figure  of 
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•

•

6.9  billion  in 2010, it is extended that this number 

will arrive at 9.6 billion consistently by 2050. 

Development rates are set to build all the more so in 

the less evolved nations, which are These figures 

will be no mean assignment for makers. Creating 
enough nourishment for the total populace of 2050 

is a test that Farmers and makers will confront 

head on and survive. Despite the fact that the 

current pace of anticipated to increment from 900 

million populace development is really disturbing, 

new occupants to 1.8 billion in the under 40 years’ 

advances have brought about a monstrous time. 

India and Nigeria will 30 records for the expansion   

in   profitability   as   well   as main part of this 

populace growth. (Matthews guaranteeing that the 

rural area will have the (2013) With the total 

populace quickly option to give food at its 
simplicity to numerous developing, the need to 

discover better years to come. 

approaches for taking care of everybody has gotten 
more significant than any other time in recent 

memory and with worldwide appetite on the rise 

once more, FAO (Food and Agriculture. All due 

to new exactness rural advancements, for example 

crop sensors, new GPS global positioning 

frameworks, 

RFID labeling as well as the planned 

impregnation of cows and even association of the 

United Nations) has 45 web-based media have all 

the possibility to expressed that in the event that 

the anticipated worldwide populace figures 

become a reality, totally change the business as 

we probably are aware it. Different practices and 

advancements, 3 for example, manures, pesticides 

and water system frameworks have been around 

for long H 1a. Technology has intrinsic effect on 

social development time in helping increment 

yields and food H1b. Technology has intrinsic 

effect on the creation. In any case the key distinction 

is that now they are more proficient, as well just 

like significantly more client also, earth 

benevolent. In any case, the extended 70% 

expansion in food creation still 50 countenances 

numerous economic empowerment H1c. 

Technology varies with different variables of 

social-economic development.  

Reviews of literature was extensively carried out to 

understand if similar studies have been agronomic 

difficulties. Therefore, creating researched into, 

prior to this study. Though enough food at a worthy 

cost on the planet will there are studies on topics 

revolving around vigorously  depend  on 

concentrated   this, there   is no specific study that 

addresses investigation into every- thing from new 

seed the actual relation that exists between 

assortments, dry season safe harvests to new 

agriculture and technology. The method used more 

proficient cultivating practices.(FAO for data 

collection was divided into two parts. (2012); 

Christian Bacchae and Albrecht In the first part, 

primary information was (2012)) I am certain that 

with such headways collected of the respondents. In 

part two, and with new imaginative innovations in 

the information was procured in detail. This 

pipeline, that we can hope to see a quick 55 

expansion in food creation later on. Current 

cultivating will change as we probably am 

information was based on certain parameters. There 

parameters were the determinants of technology. 

External influences, reasons, self-aware it. 

motivated factor, social development, economic 

empowerment, economic progress, health and 

behavioural. There were a total of 90 items, of 

which 13 pertaining to part one with basic 

information, 30 items related to technology. 

4 

Value Current Challenges Drivers 

VISIONFOR2030: Productive, efficient, inclusive, 

sustainable, transparent ,resilient value chains 

Operational Excellence 

Gaps in yield between developing and developed 

countries 25 Yields improved and less 

water/land/energy/pesticide used per ton of food. 

Outcome: demand for food is sustainably met, and 

food is affordable. Food waste along the value chain 

26 efficient access to capital and insurance27 

Food insecurity, with calorie excesses and short- 

agescoexisting28 

Less food waste along the value chain Efficient 

capital markets and insurance Food security 

improved 

Supply Chain Orchestration 

Long supply chains with high environmental 

impact29 Costly first and last mile delivery30,31 

Greater local production Frictionless markets for 

non-local production More efficient first and last 

mile delivery Market intermediaries that do not 

generate value32 Buyers and sellers face limited 

access to markets in developing connected 

economies33 Greater disintermediation Emergence 

of higher value-added intermediaries Opaque 

supply chains: Uncertainty regarding inventory, 

Transparent and traceable supply chains food 

safety, labor conditions, environmental impact, 

other conditions34,35 

Poor data:36 Low quality, frequency, and 

timeliness for used throughout the value chain, 

including data used in inputs design, farming, 

storage, manufacturing, and logistics Connected 

•
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value chain that collects data in real time 

actionable insights 

5 

The study was conducted in Sholapur district in of 

agriculture sector and adopted technology 

western region of Maharashtra State. This for their 

development. Sam- pling technique was district 

was purposively chosen for the study convenient 

sampling. The respondents because it is 

surrounded by maximum rural and farmer 
communities which are mainly familiar Solvin’s 

formula for a population of 667910 farmers in 

Solapur Confidence level is 95 percent, alpha 

level of 0.05. Solvin’s formula: n = N / (1 + N e2) 

Where n = no. of samples N= Total 

population 

E = error tolerance 

comprised of 150 farmers.  Sampling structure 

followed by Sampling technique and justification: 

Application: n = 667910 

667910(1+667910*0.05*0.05) 

667910 / (667911 * 0.0025) 667910 / (1669.7775) = 

399 

Sample size for the study = 150 (37.59 % of 399) 

Empirical Results 

*Source: Survey 6

* Source: Survey 7

* Source: Survey 8

I: Mean difference in the adoption of technology 
between   Married & unmarried respondents through 

t-test*

*Source: Survey 9

Source: Survey Analytics| Automation| Business 

and Operations Man. Buyers and sellers better Build 

Tools |Marketplaces| process Innovations | source 

Utilization Improvement  

FUTURE TECHNOLOGY 

OPPORTUNITIES Artificial Intelligence | System 

Design Solutions | System Orchestration 

Technology 

Source: STANFORD VALUE CHAIN 

INNOVATION INITIATIVE 

[2] RESULTS AND DISCUSSION

I :Output from One-way ANOVA 0.05 indicating no 

significant different exists. Using different socio-

economic variables
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TABLE 1 

I: Output from one-way ANOVA* 

Particular Description of vari- 
Mean 2.95 

Nature of Sum of 
square 

Df 3 
MeansquFa Sig. Remarks 

able 

TABLE 2 

2.273 .75 2.13 .094 

Technology Age Up to 30 
30-40 3.03 

able 
BWeitthin group 75.729 146 

Insignificant 
.35 

40-50 3.10 gTorotaulp 78.003 149 
Above 50 3.18 

Technology Caste General 3.11 Bet group 2.670 3 .89 2.51 .057 Insignificant 
SC 3.07 Within group 75.333 146 .35 
ST 2.87 Total 78.003 149 
OBC 2.82 

Technology Religion Hindu 3.08 Bet group 2.731 2 1.36 3.87 .001 Significant 
Muslim 2.80 Within group 75.272 147 .35 

Total 78.003 149 

Technology Land low 2.89 Bet group 19.713 3 6.57 20.50 .000 Significant 

Middle 3.25 Within group 58.290 146 .319 

High 3.39 Total 78.003 149 
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TABLE 3 

Particular Natureof variable Mean SD t-value Df Sig. Remarks 
Technology Gender Male Female 3.08 3.04 .61 .48 .501 91.59 .617 Insignificant 

   Technology Marital status Married Unmarried 3.09 2.94 .60 .52 1.719 498 .086 Insignificant 

TABLE 4 

Dimensions of  
Technology 

Description of 
variables 

Mean Nature off 
variable 

Sum of 
square 

Df Mean square 
e 

F Sig. Remarks 

External Influences Up to 30 3.47 Bet group .697 3 .232 .518 .670 Insignifican
t 

Factor 
30-40 3.48 Within group 222.397 496 .448 
40-50 3.51 Total 223.094 499 
Above50 years 3.59 

Self-Motivated Factor Up to 30 2.44 Bet group 5.198 3 1.733 2.739 .043 Significant 

TABLE 5 

30-40 2.61 Within group 313.726 496 .633 
40-50 2.70 Total 318.924 499 

Above50 years 2.81 

TABLE 6 

Dimensions of 
Technology 

Description of 
variables 

Mean Nature of 
variable 

Sum of 
square 

DF Mean 
square 

F Sig. Remarks 

External Influences General 3.54 Bet group 3.497 3 1.166 2.633 .004 Significant 
Factor 

SC 3.53 Within group 219.597 146 .443 
ST 3.31 Total 223.094 149 
OBC 3.19 

Self-Motivated Factor General 2.70 Bet group 1.824 3 .608 .951 .416 Insignifican
t 

SC 2.64 Within group 317.100 146 .639 
ST 2.55 Total 318.924 149 
OBC 2.46 

TABLE 7 

Dimensions of Technology Nature of variable Mean SD t-value Df Level of sign. Remarks 
External Influences Factor Male Female 3.50 3.59 .69 .51 -1.259 95.86 .211 Insignificant 
Self-Motivated Factor Male Female 2.68 2.54 .81 .75 1.227 148 .220 Insignificant 

TABLE 8 

Dimensions of Technology Nature of variable Mean Std. dev. t-value Df Level of sig. Remarks 
External Influences Factor Married Unmarried 2.84 2.69 .68 .60 2.466 148 .641 Insignificant 
Self-Motivated Factor Married Unmarried 2.66 2.41 .80 .72 2.322 148 .001 Significant 

TABLE 9 

Hypotheses CR SRW P-value Accepted/ Rejected 
H1a Technology has intrinsic effect on socia l  d evelopment 13.284 .70 .000 Accepted 
H1b Technology has intrinsic effect on the economic empowerment 8.342 .78 .000 Accepted 

TABLE 10 

   H1c. Technology varies with different variables of social-economic development. 2.658 .98 .043 Partially accepted 

TABLE 11 
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Inputs for   Faming Storage Agricultural Production Processing Manufacturing 

Seeds, fertilizers, animals, farming Planning, growing, and/or 

harvesting Storage and warehousing of farmed equipment, 

and other products that food products serve as inputs to the 

production of food subdivided into age, caste, religion, and land 

on Table    II depicts the output from independent t-adoption of 

technology. Socio-economic test measuring significance of 
mean difference variable wise, variance of groups is not same as 

the value of p is less than 0.05, indicating significant mean 

difference exist in adoption of technology with regard to 

religion, and land whereas for age and caste, p value is more than 

on the basis gender and marital status. As evident from the table, 

there exist no significant difference between male & female and 

married & unmarried respondents, as value of p>0.05 level of 

significance 

10 So, on the basis of Table I and II, we can say respondents 

belonging to different caste. that the hypothesis ‘Adoption of 

Technology Whereas no significant mean difference exist differs 

across the socio-economic variable’ is among respondents of 

different caste with accepted for religion & land and rejected for 

age, caste, gender & marital status. II depicts age-wise output 

from One-way ANOVA using different dimensions of 
technology subdivided into external influences and self-

motivated factors. In case of external influences, variance of 

group is same as the value of p   is more than 0.05, indicating 

insignificant mean difference exist among respondents of 

different age groups. Whereas in case of self-motivated factor, 

variance of group is not same as the value of p is less than 0.05, 

indicating significant mean difference exist among different age 

groups. With   regard to self-motivated dimension of technology, 

respondents be- longing to above 50 years of age are highly 

affected followed by 40-50 years, 30-40 years and up to 30 years 

(2.44 & 2.67). V shows caste-wise output from One-way 

ANOVA using different dimensions of technology i.e. external 
influences and self-motivated factors. For external influences 

dimensions, variance of group is not same as the value of p is 

less than 0.05 indicating significant mean difference exist among 

respect to self-motivated as variance of group is same as the 

value of p is more than 0.05.  Caste wise analysis shows that with 

regard to external influences dimension general caste 

respondents are highly contended followed by SC, ST and OBC 

respondents. V exhibits significant difference exists with regard 

to dimension as value of p is less than 0.05. There is no 

significant   mean difference between male & female for external 

influences and self-motivated factors since p value is more than 

0.05.I reveals independent t-test measuring significance of mean 

difference between married & unmarried respondents. As 

evident from the table, value of p is less than 

0.05 indicating significant mean difference exists between 

married & unmarried with regard to self-motivated factor. But 

insignificant mean difference exists on the dimension of external 

influences factor as p value is more than 0.05. Married 

respondents are more affected (2.69 & 2.84) than unmarried 

respondents (2.41 & 2.66) with regard to self- motivated 

dimension of technology.  

11 Though innovation and technology are like   element    is of 

utmost significance. With two strong pillars in Agri- culture, the 

scales of Artificial Intelligence in place, does the operations and 
the amount of complexity of human touch get vanished 

completely? Is ensuring that the system is sustainable is a   there 

any difference in the impact of challenge in itself. Given the 

number of developing economies from that of developed 

resources that are present today, the reliance is economies? on 

technology to bring out radical changes to enhance the efficiency 

and productivity as Another important factor is of the Green 

well. Environment. Agricultural sector contributes Agribusiness 

is a sector that provides to approximately 14 percentage of global 

employment to many people across countries. There has been a 

drastic decline in the farmers Greenhouse gas emissions. The 
occupancy of land by this sector is about 11 percentage of across 

the Globe, the adoption of Automation the world’s land area. 

Technology can and Smart farming will certainly result in 

definitely mitigate these effects on Green better output. But the 

challenge here is what Environment. Yet the tools like drones, 

Smart would be the impact that would be caused on farming, 

sensors, and servers automated the workforces and labor in the 

sector. There are certainly few skills needed and the human 

Agarwal, Sunil (2002), Technology Development and Transfer 

at Grassroots Level, Kurukshetra, Vol. 50, No. 5, March. Bhende 

MJ, Thippaiah P. An Evaluation Study of Prime Minister’s 
Rehabilitation Package for Farmers in Suicide- Prone Districts. 

Bangalore: Institute for Social and Economic Change. Balaji, V., 

et al, (2004), Towards a Knowledge System for Sustainable 

Food Security: The Information Village tractors etc. will leave 

their footprints on the Green Environment which cannot be 

ignored.  
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Abstract—The study examines the role of loan advances made
to retail, agriculture, MSME and corporate sector in explaining
the dynamics of Interest income and NPAs. The components of
retail such as home loans, auto loans and other personal loans
were also included in the study. The study is based on balanced
Panel data over a period ranging from 2017 to 2022 for 11 public
sector banks. The data was analysed using pooled OLS, fixed
effect and random effect models which deal with individual and
time effects. ARIMA model was used to study the effect of the
lagged value of NPA on the current value of NPA. The results
revealed that net NPA is negatively related to RoA. The auto loan
component of the retail is significant and has a positive relation
with NPA. The retail and corporate loan advances are significant
and positively related to interest income.

Index Terms—Public Sector Banks, NPA, Return on Assets,
Panel data, Pooled OLS, Fixed and Random effect estimator.

I. INTRODUCTION

Economic growth is dependent on the availability of
credit to different sectors of the economy. In the financial
system of any country, banks play a key role. The financial
stability and efficiency depend on the quality of the asset
of the banks. Asset quality deterioration and coupled with
the increase in Non-performing Assets (NPAs) hurt financial
intermediation which further leads to adverse economic
growth [1], [2]. The Indian banking system also suffers
from credit default and growing NPAs are a major cause of
concern [3]. Banks increase their lending activities depending
on the profitability and move with the economy’s short-term
business cycles. Loan recovery rate is influenced by the
short trend of economic cycles. Assets after getting classified
as Non-performing assets (NPA) cease to generate interest
income on the principal loan amount.

Indian banks were resilient during the financial crisis of
2008. The rising NPAs is a cause of concern for the stability
of banking system [4]. RBI defined NPA as an Asset, when
interest and/or instalment of principal repayment becomes
overdue for a period more than 90 days [5]. A rising NPA
make credit scarce and costly, adversely influencing the
demand and supply side of the economy. Economic Survey

of 2012–13 and RBI [6] pointed out the aggressive lending
behaviour of banks without monitoring and not following
set procedures, was also one of the factors for rising NPAs
coupled with an increase in interest rates and sluggish
economic growth.

Berger and DeYoung (1997), found that low measured
cost efficiency reflects poor bank management, and the
inefficiency of bank managers in controlling operational
expenses is reflected in low cost efficiency. They also found
that a bank may prefer to incur lower costs in the short
run and may suffer from higher NPAs in the future. The
moral hazard in the case of thinly capitalized banks may
increase riskiness of bank portfolios. A negative relationship
exists between cost efficiency and NPAs [7]. Bank size also
affects NPAs. There is a negative causation between bank
size and NPAs in the case of Spanish banks, Indian public
sector banks and Taiwanese banks respectively [8], [9]. The
under-performance in the past, may aggravate the NPAs, the
good performance in the past may also leads to higher NPAs
[10].

The factors or determinants of NPAs on the efficiency of
the bank focused on a number of operational ratios such as
the ratio of operational cost to interest income, net interest
income to total assets etc. When a bank pushes for loan
growth it may neglect the corresponding credit risks which
may be a cause for future NPAs [11], [12], [13]. Bank
profitability has a negative relationship with NPAs. Other
than Operational capability, business development capacity
and bank profits,a bank’s capital, solvency and liquidity also
affect NPAs [14]. Highly capitalised banks having lower
credit risks have lower NPAs and the bank with a high NPA
will not be able to repay its depositors [15].

PwC (2014) found that 10.2% of the total credit of the
banks consists of stressed and restructured assets. PSBs
accounted for more than 80 per cent of GNPA in India during
1996–2011 [16]. A negative causation exists between some
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bank specific sectors such as , net interest margin, capital
adequacy ratio, and NPAs [17]. Exposure to capital intensive
sectors like infrastructure, aviation, textile, iron and steel are
also responsible for growth of NPAs [18] [5]. The increased
bank lending during high growth increases bank profit and
reduces NPAs and reverse happens during slow growth [19].

II. LITERATURE REVIEW

A. Definition of NPA

Based on the recommendations of the Narasimhan Commit-
tee (submitted in 1991), the RBI directed the banks to classify
advances into four groups, (i) standard assets, (ii) substandard
assets, (iii) doubtful assets, (iv) loss assets. Reserve bank of
India defined Non Performing asset as an asset, including a
leased asset, when it ceases to generate income for the bank.
Accordingly, NPA shall be a loan or an advance where [5]:-

i) Interest and or instalments of principal remain overdue
for a period of more than 90 days in respect of a term
loan

ii) The account remains ’out of order’ for a period of more
than 90 days, in respect of an Overdraft or Cash Credit
(OD or CC)

iii) The bill remains overdue for a period of more than 90
days in the case of bills purchased and discounted

iv) Interest and or instalment of principal remains overdue
for two harvest seasons but for a period not exceeding
two and half years in the case of an advance granted for
agricultural purposes

v) Any amount to be received remains overdue for a period
of more than 90 days.

B. Net NPA

RBI introduced ’net NPAs’ in 1996-97, and is derived from
gross NPA by deducting (i) balance in an interest suspense
account, ie, interest due but not received, (ii) DICGC/ECGC
claim received and kept in a suspense account pending ad-
justment (for final settlement), (iii) past payment received and
kept in a suspense account, and (iv) total provisions held [20].

C. Determinants of NPA

Singh (2010) compared the RoA of different countries
and also investigated the factors impacting the profitability
of banks. The study used panel regression and the variables
used for the study were NPA, net interest income, total assets,
operating expenses, return on assets and the control variables
were GDP and Inflation. The research suggests that economic
growth is positively related to bank profitability and inflation
has a negative relation with profitability. [21].

Sahoo (2015) in his study stated that the rise in NPAs
largely depends on three factors: business environment,
borrowers, and banks. Causes like wrong choice of projects,
cash or credit crunch, corrupt or inefficient management,
labour unrest and discontinuation of projects lead to
rise in NPAs. Creditworthiness of the borrower, faulty credit

appraisals , ineffective NPA management and poor monitoring
system also results in rising NPAs [22].

Dahr and Bakshi (2015) examined the factors that influence
the variability of loan losses (NPA) of public sector banks
in India for a period from 2001 to 2005. Panel regression
was used to explore bank-specific factors on NPAs of 27
public sector banks (PSBs). The Findings concluded that net
interest margin and capital adequacy ratio exhibit negative
and significant impact on the gross non-performing advances
(GNPA) ratio of the banks. The results also suggested that
advances extended to sectors such as commercial real estate,
commodity and capital market have a positive relationship
with the NPA, and the relationship is statistically significant
[17].

Sharifi et al (2019) explored the relationship between
credit risk and NPA. They used multiple linear regression
to estimate the models. The authors used NPA growth as a
dependent variable. They regressed the NPA growth on credit
risk perception, identification, assessment, control, and capital
requirements. The study found that credit risk identification
is negatively correlated with NPA and is significant. The
results reflected that credit risk is positively related to NPA
and Credit risk identification is negatively related to NPA.
The authors suggest that credit risk management lower NPAs
and credit risk performance there by reducing the capital to
be set aside for NPAs [23].

Bougatef (2016) studied the relationship between corruption
and non-performing loans. The sample consisted of 22
countries over the period from 2008-2012 and panel regression
was used to estimate the model. The non-performing debts
are the single largest reason for a bank failure and is a
serious threat to financial stability. The corruption impacts
bank’s performance through the channelling of loanable funds
from good projects to bad projects thereby increasing the
amount of non-performing loans. The study concluded that
a positive relation exists between corruption and growth in
non-performing loans [24].

Bawa et al (2018), carried out a study of 31 ratios for 46
scheduled commercial banks using a balanced panel format
to analyse determinants of NPA. The authors found that the
ratio non-interest income to total assets was significant in
the GMM model. In addition, business per employee, total
assets, lag of total assets and return on assets were significant.
Non-interest income specified diversification in business. The
banks focused on diversification have higher NPAs. A higher
business per employee reduced NPAs. Historical profits were
positively related to NPAs. The Capital adequacy ratio was
insignificant and the solvency ratio ie ratio total liabilities to
total assets were significant. The Liquidity ratio was found to
be insignificant [25].

Rajen et al(2003), carried out an empirical study on NPA
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in the Indian context. The study used panel regression to
estimate the models. They found that Bank size is statistically
significant and has negative impact indicating that large
banks have lower NPAs. If the banks size rise by 1% then
NPAs would reduce by 1.8%. The loans with higher terms
contribute to lower NPAs. A 16% increase in the share of the
loan term will bring down the NPA by 1%. The difference
between current cost and past cost conditions has a positive
impact on NPAs implies that the probability of a higher
interest rate will lead to a further rise in NPA. If the cost rise
by 2.5% the NPA will also rise by 1%. Credit-deposit ratio
of banks is significant and has negative effect on NPAs. A
5% rise in CDR lowers NPA by 1%. The higher growth and
favourable business have a negative relation with NPAs, a
growth rate of 5% reduces gross NPA by 1%. The priority
sector loans are positive and significant for GNPAs but
positive and non-significant for NNPAs [9].

Lis, et.al.,(2000) using a simultaneous equation model
examined the bank loan losses in Spain. The indicators for the
study were GDP growth rate, debt-equity ratios of firms, loan
growth, regulator policies, growth rate of bank branches, size
of the bank (assets over total size), collateral loans, NIM, and
capital asset ratio (CAR). The study found that GDP growth
(contemporaneous and one period lag), bank size, and CAR,
impact negatively on non-performing loans and loan growth,
collateral, NIM, debt to equity ratio, regulator policies and
lagged dependent variable are significant and have positive
effect on non-performing loans. [26].

Bhatia et al (2012) investigated the factors influencing
the Return on assets in private-sector banks in India using
Backward step regression analysis. Return on assets was taken
as the dependent variable. The study found that spread, profit
per employee, and non-interest income have a significant
and positive correlation with return on assets. Whereas NPA,
operating expenses, investment deposit ratio, and provisions
and contingencies have a significant and influence return on
assets negatively [14].

Almaqtari et al (2019) studied bank-specific and
macroeconomic determinants of 69 Indian banks’ profitability
from 2008 to 2017. The dependent variables were RoA
and RoE. Independent bank-specific variables used for the
study are asset size, capital adequacy, asset quality, liquidity,
deposit, asset management, operating efficiency, and financial
risk. In addition to this macroeconomic variables such as
GDP, inflation rate, exchange rate, interest rate, and financial
crisis were used as control variables. The study suggested
that bank-specific factors such as bank size, number of
branches, assets management ratio, and operational efficiency
are significant and positively related to RoA and leverage has
a negative impact on RoA. The macro-economic variables
are inflation rate, exchange rate, and interest rate affect RoA
negatively. Return on equity is positively affected by the
assets management ratio, assets quality ratio, liquidity ratio,

and inflation rate. [27].

Bhadrppa and Aithal (2021) investigated the technical
efficiency of the banking sector in India using panel data over
a period from 2005–2020 used a log-linear regression model
to conduct their study. The study covered 47 scheduled banks.
The technical efficiency assumes that RoI and return-on-
advances as the dependent variable. Fixed assets, total assets,
total employees, total deposits, return on equity and capital
adequacy rate were regressors. The study indicated that return-
on-investment of banks is positively related to fixed assets,
total assets, total employees, total deposits, total foreign
currency assets, return on equity and cost of funds. The
Return-on-advances of banks are also positively associated
with total employees, total deposits, the ratio of non-interest
income to total assets, cost of funds and capital adequacy
rate. The study found that Technical efficiency is positively
related to fixed assets, total foreign currency assets, ratio of
demand-saving deposits, ratio of non-interest income to total
assets, capital adequacy rate and investment deposit ratio [28].

Gupta and Mahakud (2020) explored the role of bank-
specific, industry-specific and macroeconomic variables in
the banking sector in India. Panel data from 19 years for
64 commercial banks in India were analysed through the
Fixed effects estimation model and Generalized Method of
Moments. Return on Assets (RoA), Return on Equity (RoE)
Net Interest Margin (NIM) and Pre-provision profit ratio
were the dependent variable. The bank-specific factors, bank
size, capital ratio, risk, cost-to-income ratio, funding cost,
revenue diversification, labour productivity and bank age as
explanatory variables. The sector-specific variables such as
bank concentration, inflation rate and GDP growth were also
used. The Bank size is negatively associated with profitability.
Credit risk (NPLR) is negative and highly significant. Equity
to capital ratio and bank risk are not significant. Higher
capital adequacy increases the performance of the banks and
is less sensitive to the cost-to-income ratio [29].

The loan growth reflected the business development activity
of the bank. During high economic growth the banks tend to
overlook the credit risk and credit worthiness of the borrower.
This push for loan growth has resulted into rising NPAs [8],
[12], [30].

III. DATA AND METHODOLOGY

A. Data Sources

The Indian public sector banks (PSB)comprise of 11 banks.
Govt of India holds majority stakes in PSBs. SBI is the
largest public sector bank. Annual data from 2017 to 2022
was obtained from the annual report submitted by each bank
to the Bombay stock exchange at the end of each financial
year. This report is used to study the impact of advances
made to retail, agriculture, MSME, and the Corporate sector
on Interest Income and net NPA. The determinants are
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selected based on available literature. The retail sector has
been driving loan advances in the past few years ( SBI
Annual report, 2022). The retail sector includes home loans,
auto loans, education loans and other personal loans. The
Agriculture loan include advances made to agriculture-related
works for farmers. MSME sector has an estimated 6.3 crore
units which provide employment to more than 11 crore people
and account for 27% of GDP ( Assocham Crisil report, April
2022). The corporate sector represents the advances made
to different sectors in the assessment period.The dependent
variable is Interest Income as this represents the income a
bank earns from its core bank lending business. When an
asset becomes NPA the interest income reduces but the bank
has to pay interest on the deposits. NPA and interest income
are negatively related [31].

A quarterly statement of SBI, Bank of Baroda and Canara
bank was obtained from BSE and the analyst presentations
made by the respective bank.This study was undertaken to
study the impact of net NPA on return on assets from June
2009 to Mar 2022. Return on assets is the ratio of profits
generated by the bank to its total assets.

B. Econometric Methodology

A panel data was preferred over conventional cross section
or time series data sets. It gives large number of data points ,
increases the degree of freedom,and reduces the problem of
collinearity within explanatory variables there by improve the
estimation results of econometric analysis. The information
on inter-temporal dynamics and individuality of sample data
points is allowed, the effect of missing variables can also
be controlled [32]. The study used panel data technique to
establish a base regression model that indicates a relationship
between dependent and independent variables.The panel data
method provides for control of heterogeneity. Individual
heterogeneity will lead to biased results if simple regression
is used to estimate the model.

The Hypothesis of the study are
• H01 : A significant Negative relationship exist between

RoA and Net NPA .
• H02 : A positive and significant relationship exists be-

tween Interest Income and loan advances made to retail,
agriculture,MSME and corporate sector.

• H03 : A positive and significant relationship exists be-
tween Net NPA and loan advances made to retail, agri-
culture,MSME and corporate sector.

• H04 : A Positive and significant impact of components
of loan advances on Net NPA.

• H05 : Net NPA is positively and significantly effected by
its lagged value.

1) RoA and Net NPA: The data pertains to RoA and net
NPA of SBI,Bank of Baroda and Canara bank from Jun 2009
to Mar 2022. Stationarity test of the series was conducted
using ADF test and PP test. The series was found to be

stationary at level (I(0)).The test statistic is as under (table
I):-

TABLE I
STATIONARITY TEST

ADF Test PP Test

RoA 0.010 0.01

Net NPA 0.090 0.01
aAuthors Calculation

A Poolability test [33] is conducted to assess the behaviour
of variables across the three banks and is basically a chow
test [34] . The factors do not change from one bank to
another. The estimation results relates to assumptions that in
the pooled least squares model which states that difference
between horizontal (N) data matrices exists. The model leads
to a common fixed term for all horizontal sections [35].The
pooled OLS regression provides more information as it is
dependent on the average value of the variables in time series.
The Null hypothesis and test statistic is as under(table II):

H0 : Pooled OLS is stable

TABLE II
POOLABILITY TEST: F STATISTICS

F= 4.774 df =51 df2 =52 p =4.511e-08
aAuthors Calculation

Pearson Correlation coefficient between RoA and Net NPA is
given in the (table III).The Net NPA is negatively correlated
to Return on assets.:-

TABLE III
CORRELATION COEFFCIENT BETWEEN ROA AND NET NPA

Net NPA RoA

Net NPA 1 -0.0551

RoA -0.0551 1
aAuthors Calculation

A plm test is carried out to find the presence of individual
and time specific vataibles (table IV). Breusch and Pagan
(1980) derived a Lagrange multiplier (LM) test for panel data
for two ways effect [36].

H0 : No siginficant individual and time specific effect is
present.
Null Hypothesis of absence of individual and time specific
effect is rejected.

Hausman test [34] was carried out to test the consistency
among the fixed effect and random effect estimator (table
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TABLE IV
PLM TEST STATISTIC

chisqrbarF= 7.6118 df0 =0 df1 =1 df2 =2 p =0.0084
aAuthors Calculation

TABLE V
HAUSMAN TEST STATISTIC

chisqrbarF= 7.7564 df1 =1 p =0.005352
aAuthors Calculation

V).The null hypothesis is as follows:
H0 : Random Effect estimator is consistent.

Null Hypothesis is rejected. The fixed effect panel
regression model [37] is given by

Yit = C +Xitβ + ηi + εit (1)

Where
Yit is the interest income
C is intercept
Xit represents Retial,Agriculture,MSME and Corporate
ηi is the fixed effect
β is vector of model parameters
εit is the error term
C is the interceptβ are the coefficients and i and t indicates
cross section and time respectively.

The results of fixed effect panel regression is given in (table
VI).

TABLE VI
ROA AND NET NPA

Coefficient of fixed effect panel regression

Eestimate Std Error t value P value

nnpa -0.2757 a 0.1105 -2.494 0.0142
aAuthors Calculation

Balanced panel: n=52, T=3, N=156
Total sum of Square: 38.779,
Residual Sum of Squares 16.723,
R squared: 0.5687,
Adj R squared 0.5645.
F statistic, F= 6.222, p = 0.0142.

2) Relation between Home Loans, Auto Loans and other
personal loans and Net NPA: Stationarity test of the series
was conducted using ADF test and PP test. The series was
found to be stationary at level (I(0)).The log of net NPA,
home loans, auto loans and other personal loans were taken
and series was found to be stationary at level (table VII).
Where,

lnnpa is log of net npa,
lnhl is log of home loans ,

TABLE VII
STATIONARITY TEST

ADF test PP test

lnnpa 0.01 0.01

lnhl 0.01 0.01

lnal 0.01 0.01

lnopl 0.01 0.01
aAuthors Calculation

lnal is log of auto loans and
lnopl is log of other personal loans.

Pearson correlation coefficient of all the explanatory variables
and dependent variables is as under (table VIII).From the table,
it can be seen that net NPA is positively correlated with home
loans, auto loans and other personal loans. Auto loans are
positively correlated with home loans and other personal loans.
This implies that the growth in home loans may also drive
other personal loans.

TABLE VIII
CORRELATION COEFFICIENTS

lnnpa lnhl lnal lnopl

lnnpa 1

lnhl 0.6747 1

lnal 0.7030 0.8618 1

lnopl 0.6733 0.8326 0.8799 1
aAuthors Calculation

Poolability test was carried out on the panel data. Null
hypothesis and the result of test statistic is as follows (table
IX):
Null Hypothesis H0 = The series is stable.

TABLE IX
POOLABILITY TEST: F STATISTIC

F= 0.4832 df1 =24 df2 =45 p = 0.9709
aAuthors Calculation

The series is stable and Null hypothesis fails to get rejected.

Plm test is conducted to check the presence of individual and
time effects. The statistics are as under (table X):
Null Hypothesis H0 = There is not significant individual and
time effect present.
The test confirmed the presence of significant individual and
time effects.
Hausman test is conducted to test the consistency of Fixed
effect and Random effect estimator. The test statistics are as
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TABLE X
PLM TEST STATISTIC

chisqrF= 62.741 df0 =0 df1 =1 df2 =2 p =7.121e-15
aAuthors Calculation

under (table XI). Null Hypothesis is :-
H0 = Random effect estimator is consistent.

TABLE XI
HAUSMAN TEST STATISTIC

chisq= 362.741 df =3 p =0.2824
aAuthors Calculation

The Null hypothesis is accepted and Random Effect estimator
is used for data analysis. The results of the analysis is given
below (table XII):

TABLE XII
RANDOM EFFECT PANEL REGRESSION

Estimate Std error z-vlaue Pr(> |z|)

intercept 5.211 0.860 6.0584 1.375e-09***

lnhl -0.0542 0.210 -0.2579 0.7965

lnal 0.5183 0.2080 2.491 0.01272*

lnopl 0.0618 0.0873 0.7078 0.479
aAuthors Calculation,Sig codes ’***’ 0.001, ’**’0.01,’*’0.05

Balanced Panel: n=9, T=9, N= 81
Total sum of squares: 52.036
Residual sum of squaresv: 20.517
R-squared : 0.6057
Adj R squared: 0.5903
chisq 118.289 0n 3 DF, p value : <2.22e-16

3) Relationship between Retail, Agriculture, MSME and
Corporate advances and Interest Income: Data pertaining to
Retail, agriculture, MSME and corporate advances for the
period from 2017 to 2022 for the 11 public sector banks
in India were collected from the Annual report of respective
banks. The data is checked for stationarity using ADF test and
PP test. The test statistic is as under (table XIII):

Pearson correlation coefficient of the independent and de-
pendent variables is as under (table XIV). The interest in-
come is positively correlated with retail, agriculture, MSME
and corporate advances. The magnitude of the coefficient of
correlation of MSME with interest income is relatively lower
than components of loan advances. The corporate sector is
also positively correlated with other sectors.
Poolability test was conducted on the panel data. Null hypoth-
esis and the result of test statistic is as follows (table XV):
Null Hypothesis H0 = The series is stable.

TABLE XIII
STATIONARITY TEST

ADF test PP test

lninic 0.01 0.01

lnret 0.01 0.01

lnagr 0.01 0.01

lnmsme 0.01 0.01

lcorp 0.01 0.01
aAuthors Calculation

TABLE XIV
CORRELATION COEFFICIENTS

lninic lnret lnagr lnmsme lncorp

lninic 1 0 0 0 0

lnret 0.8625 1 0 0 0

lnagr 0.8182 0.8214 1 0 0

lnmsme 0.7997 0.8010 0.8130 1 0

lncorp 0.8563 0.8284 0.8316 0.8189 1
aAuthors Calculation

The series is stable and Null hypothesis fails to get rejected.

Pooled OLS regression analysis is applied on the data set. The
pooled OLS is also called as common constant estimator. The
principal assumption behind Pooled OLS is that no differences
exists among the data matrices of the cross-sectional dimen-
sion (N). It has a common estimates for all cross sections and
assumes that data set is homogeneous [38].The pooled OLS
regression is given by following equation:-

Yit = β0 + βiXit + εit (2)

The result of the analysis is as under (table XVI).

Balanced Panel: n = 6, T = 11, N = 66
Total Sum of Squares: 44.808
Residual Sum of Squares: 1.5487
R-Squared: 0.9654
Adj. R-Squared: 0.9631
F-statistic: 425.962 on 4 and 61 DF, p-value: < 2.22e-16

4) Relation between Retail, Agriculture,MSME and
Corporate Advances and Net NPA: Annual data retail ,
agriculture, MSME and corporate advances by 11 Public
sector companies over a time period from 2017 to 2022

TABLE XV
POOLABILITY TEST: F STATISTIC

F= 0.7781 df1 =20 df2 =36 p = 0.7205
aAuthors Calculation
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TABLE XVI
POOLED OLS REGRESSION

Estimate Std. Error t-value Pr(> |t|)

Intercept 0.5743 0.3182 1.8044 0.0761

lnret 0.4383 0.6148 7.1301 1.385e-09***

lnagr -.0883 0.07954 -1.1106 0.2711

lnmsme -0.0012 0.0667 -0.0181 0.9856

lncorp 0.5138 0.0768 6.6837 8.079e-09***
aAuthors Calculation, Sig codes ’***’ 0.001, ’**’0.01,’*’0.05

collected as panel data for analysis. The data is checked for
stationarity using ADF test and PP test. The test statistic is
as under (table XVII):

TABLE XVII
STATIONARITY TEST

ADF test PP test

lnnpa 0.01 0.01

lnret 0.01 0.01

lnagr 0.01 0.01

lnmsme 0.01 0.01

lcorp 0.01 0.01
aAuthors Calculation

Pearson correlation coefficient of the independent and de-
pendent variables is as under (table XVIII). The net NPA is
is positively correlated with retail, MSME, Agriculture and
corporate loans. The corporate loans have high correlation with
net NPA but with in the acceptable level. The retail sector
also positively correlated with net NPA but its contribution to
growth in net NPA is less compared to other sectors.

TABLE XVIII
CORRELATION COEFFICIENTS

lnnpa lnagr lnmsme lncorp lnret

lnnpa 1 0 0 0 0

lnagr 0.7568 1 0 0 0

lnmsme 0.7735 0.8830 1 0 0

lncorp 0.8044 0.8316 0.8189 1 0

lnret 0.6939 0.8214 0.7810 0.8284 1
aAuthors Calculation

Poolability test was conducted on the panel data. Null hypoth-

esis and the result of test statistic is as follows (table XIX):
Null Hypothesis H0 = The series is stable.

TABLE XIX
POOLABILITY TEST: F STATISTIC

F= 0.6069 df1 =25 df2 =36 p = 0.8814
aAuthors Calculation

The series is stable and Null hypothesis fails to get rejected.

The result of the Pooled OLS regression analysis is as
under (table XX).

TABLE XX
POOLED OLS REGRESSION

Estimate Std. Error t-value Pr(> |t|)

Intercept -0.1265 0.9641 -0.1312 0.8960

lnret -0.4635 0.1862 -2.4892 0.0155*

lnagr 0.2510 0.2409 1.0419 0.3015

lnmsme 0.2998 0.2020 1.4843 0.1428

lncorp 0.7526 0.2328 3.2322 0.0019 **
aAuthors Calculation,Sig codes ’***’ 0.001, ’**’0.01,’*’0.05

Balanced Panel: n = 6, T = 11, N = 66
Total Sum of Squares: 45.336
Residual Sum of Squares: 14.21
R-Squared: 0.68656
Adj. R-Squared: 0.66601
F-statistic: 33.409 on 4 and 61 DF, p-value: 9.42e-15

5) ARIMA : SBI, BoB and Canara bank: The mean of
financial time series show trends over time and the mean
during one time period may be different from the mean during
another time period that is mean is not constant and it indicates
that series is not stationary. The series is made stationary by
differencing, which is given by the equation [38];
If a series becomes stationary after first order differncing, then
series is called integrated to order one (I(1).

∆Yt = Yt − Y(t− 1) (3)

If the series does not become stationary after level I then
second order differncing is carried out to make it stationary
using following equation:

∆∆Yt = ∆2Yt = ∆Yt − ∆Y(t− 1) (4)

The test statistics of the ARIMA model in respect of SBI,
Bank of Baroda and Canara bank is as under is as under. SBI
and Bank of Baroda is stationary after at level II, where as
Canara bk is stationary at level I (table XXI).
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TABLE XXI
ARIMA : SBI, BOB, CAN BANK

Intercept ARIMA model MA1 SE ADF Test

SBI -0.0032 (0,0,1) -0.8994 0.0170 0.01

BoB -0.0075 (0,0,1) -0.9028 0.0930 0.01

Can bk -0.021 (0,0,1) -1 0.0827 0.01
aAuthors Calculation, SE is std error, B-J is Box-Jenkins Test

IV. EMPIRICAL RESULTS AND ANALYSIS

The panel data is in a balanced format for 10 Public sector
banks from the period from data 2017 to 2022 for annual data
and for quaterly data it is from 2009 to 2022. The objective
of the paper was, firstly, to study the impact of net NPA on
RoA, secondly, to study the influence of advances made to
retail, agriculture, MSME and corporate sector, and thirdly to
study the effect of retail loans on NPA.

1) RoA and Net NPA: . Net NPA is negatively correlated
with Return on Assets (table III).The series is stationary and
is confirmed by ADF test and PP test (table I). Poolability
test was carried for pooled OLS model and it was rejected
by the test(table II). A plm test was conducted to check
the presence of Individual and time effects, the results were
positive (table IV). Hausman test indicated the suitability
of Fixed effect estimator (table V). The fixed effect model
was applied and the results (table VI) indicated that net
NPA is significant and negatively correlated and with
RoA. This implies that one unit rise in NPA decreases
the RoA by a factor of 0.275. The model is fit with p
value = 0.0142, R square = 0.5687 and Adjusted R square =
0.564. The model is able to explain 56% variation in the RoA.

2) Relationship between Home loans, Auto Loans, other
Personal Loans and Net NPA: The Net NPA is positively
correlated with logs of home loans,auto loans, and other
personal loans (table VIII). The data is stationary and is
confirmed by ADF and PP test (table VII) . Poolability test
rejected pooled OLS regression ( table IX). A plm test was
conducted to check the presence of Individual and time
effects, the results were positive (table X). Hausman test
indicated the suitability of Random effect estimator (table XI).
The Random effect model was applied and the results (table
XII) indicated that intercept is significant at 1% and positive,
the coefficient of home loans is negative but not significant,
the coefficient of auto loans is positive and significant where
as the coefficient of other personal loans is positive and not
significant. The result implies that one unit rise in auto loans
will increase the net NPA by 0.52 units. The model is fit with
p value < 2.22e-16, R square = 0.60 and Adjusted R square
= 0.59. The model is able to explain 59% variation in the
Net NPA.

3) Relationship between Retail, Agriculture, MSME,
Corporate Advances and Interest Income: The correlation
between interest income and logs of retail, agriculture,
MSME and corporate advances is positive (table XIV). The
series is stationary and is confirmed by ADF and PP test
(table XIII) . Poolability test was carried out on the panel
data and confirmed the application of Pooled OLS regression
(table XV). The results of pooled regression ( table XVI)
indicated that retail advances and corporate advances are
significant at 1% and coefficients are positive.. The coefficient
of Agriculture and MSME advances are negative but not
significant. The test result suggests that one unit rise in retail
loans increases the interest income by 0.57 units. The result
also implies that one unit rise in corporate advances increases
the interest income by 0.514 units. The model is fit with p
value < 2.22e-16, R square = 0.96 and Adjusted R square
= 0.96. The model is able to explain 96% variation in the
Interest Income.

4) Relationship between Retail, Agriculture, MSME,
Corporate Advances and Net NPA: The series is stationary
and is confirmed by ADF and PP test (table XVII) . Pooled
OLS regression was applied on the data based Poolability
test (table XIX). The results of pooled regression ( table
XX) indicated that retail advances and corporate advances
are significant at 5% and 1% respectively. The coefficient of
intercept and retail is negative. The coefficient of corporate
advance is positive and significant. Agriculture and MSME
are not significant. The result implies that one unit rise in
corporate advances increases the net NPA by 0.75 units and
one unit rise in retail advances decrease the net NPA by 0.47
units. The model is fit with p value = 9.42e-15, R square =
0.68 and Adjusted R square = 0.66. The model is able to
explain 66% variation in the Net NPA.

5) ARIMA : SBI, BoB and Canara Bank: The series
is stationary and confirmed ADF and PP test. Akaike
information crieteria was used to identify the lag. ARIMA
model (0,0,1) was selected (table XXI). The results suggests
that net NPA is dependent on its movoing average in case of
the three public sector banks under study.

V. CONCLUSION

The study investigated the effect of loan advances on
Net NPA and provides useful insights into the influence of
different loans impacting NPA. Return on assets reflected
profitability of the bank and is negatively correlated with net
NPA. When an asset is recognised as NPA it stops generating
returns for the bank and an increase in expenses is incurred
[9] . There has been a marked percentage rise in the advances
made to the retail sector and is followed by corporate and
other sectors . Growth in assets reflect the business capacity
of the bank [10]. The interest income is positively influenced
by the retail and corporate advances. The study suggests that
rising loan advances increase the NPAs. This is probably due

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 437



to the aggressive push by the banks to increase profitability
and overlook the credit risk involved in the process.The rise
in loan advances also influences the net NPA positively [19].
The study suggests that rise in auto loans increase the net
NPA in the retail segment. This may be due to dynamics of
unemployment and wages.

The contribution from Agriculture and MSME sector is
positive but not significant. This implies that agriculture
and MSME advances may turn into bad loans in future.A
Shortcoming of the present study is that it is based on
public-sector banks. Further enhancements can be made by
including private sector banks.

Policy implication

The Indian banking system suffers from credit default and
increasing NPAs. The NPAs are a major cause of concern
towards the financial stability of any banking system. A
rising NPA may adversely affect the economy by making
credit scarce and costly, increasing provisions and contingency,
thereby decreasing the capital available for lending. The
profitability of the banks is also affected by NPAs and banks
with NPAs are unable to repay their depositors. The cost of
funds, required for lending activities of the bank, rises leading
to declining in net interest growth and forcing the banks
to diversify in order to protect themselves from insolvency.
During the upcycle of the economy, it is important for the
bank to follow standard operating procedures to check the
creditworthiness of the borrower. The tenure of the advances
also affects the NPAs, the advances with higher terms are less
likely to become NPA [9]. The banks will have to set in place
an NPA management and monitoring system.
The study finds that Net interest income is dependent on the
net NPA and growth in loan advances. The loan advances in
the banking sector are driven by retail loans and the growth
in percentage growth in the retail sector is much higher
than in other sectors like Agriculture, MSME and corporate.
Net interest income has a positive relation with rise in loan
advances and has a negative association with rising NPAs. The
rising NPAs are one of the key indicators of operational risk.
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Abstract—The study is an attempt to explore operational risk
in public sector banks In India and the determinants impacting
operational risk. The operational risk as defined by the Basel
Committee on Banking and supervision states that it is the risk
due to people, processes, systems and external factors. The study
is based on 11 public sector banks over a period of 11 years
from 2012 to 2022. The public sector banks of late have seen
a lot of mergers only to reduce the riskiness of the banks.
The determinants of the operational risk are non-performing
assets, cost-to-income ratio, net interest margin, cost of deposits
and growth in loan advances. Random effect panel regression
is used to estimate the results. The analysis concluded that the
capital adequacy ratio and return on assets are influenced by
the determinants under study. Return on assets is negatively
influenced by rising net NPA. The capital adequacy ratio is
also affected by bank-specific factors. The capital adequacy ratio
stayed above the required level of 9% as mandated by the RBI.

Index Terms—Public Sector Banks, Bank size, Capital ade-
quacy ratio, Loan asset ratio, Net interest margin Net NPA,
Return on Assets, Cost of deposit,Cost to income, Fixed and
Random effect estimator.

I. INTRODUCTION

Risk is an inherent part of any business where changing
market conditions increases the uncertainty of the economic
and political environment. Such dynamic environments force
the business organisation to take initiatives leading to an
expected and unexpected outputs. Risk management plays
a very important role in the organisation’s activities with a
focus to achieve organisational aim with maximum efficiency.
Risk management is a continuous process and rests on the
endogenous and exogenous environment of the organization
with the changes in the environment requiring continuous
attention for identification and control of risks [1].

The term Operational Risk was coined in 1991 [2]
and acquired wide recognition after publication of Basel
proposals in 1999. The recognition of operational Risk gained
prominence after Barings bank fiasco in 1995 after one of its
traders, who was operating in Singapore lost $ 1.3 billion in

unauthorized trades [3].

The Operational risk is a fundamental part of any
business and the risk arises from the operational activities
in which decision support system plays an important part
in minimizing such risk [4]. The reliance of Industries on
operational activities has increased their vulnerabilities and
also increased the likelihood of losses [5]

Studies of operational loss events in the U.S. show that a
bank or a financial institution may suffer decline in market
cap after the announcement of a large loss significantly larger
than the loss itself [6]. The greater interest of the regulators
in operational risk (enshrined in the Basel II Accord) can be
attributed to the changing risk profile of the financial services
sector resulting from the growth in e-business activity and
reliance on technology.

II. LITERATURE REVIEW

A. Definition of Operational Risk

The earlier definition of operational risk as given by
Group of Thirty (1993) as ” uncertainty related to losses
resulting from inadequate systems or controls, human error
or management ” [7] . The Commonwealth Bank of Australia
(1999) defined operational risk as, all risks other than credit
and market risk leading to volatility of revenues, expenses
and the value of the Banks business [8]. Reserve Bank of
New York defined operational risk as “ a general term that
applies to all the risk failures that influence the volatility of
the firm’s cost structure as opposed to its revenue structure ”
[9].

Crouchy [10] defined operational risk as “ the risk
that external events, or deficiencies in internal controls or
information systems, leads to a loss which is expected or
unexpected ” similar to the present definition of operational
risk. The definition of operational risk by Robert Morris
Associates states that direct or indirect loss resulting from
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inadequate or failed internal processes, people and systems,
or from external events [11].

The BCBS (2004a) defines operational risk as “ the risk
arising from inadequate or failed internal processes, people
and systems or from external events ”. This definition, which
is based on the underlying causes (sources) of operational risk
(or rather operational losses), includes legal risk but excludes
business and reputational risk [12].The Basel Committee cate-
gorised operational risk losses and came up with the following
categories:-

• Internal fraud
• External fraud
• Employment practices and workplace safety
• Clients, products and business practices
• Damage to physical assets
• Business disruption and systems failures
• Execution, delivery and process management.

B. Credit Risk

Credit refers to a loan granted to a borrower or a financial
instrument involving pre-determined fixed payments and
which is made over a predetermined period of time. Credit
risk is defined as the potential loss of valuable assets caused
by probable deterioration in the creditworthiness of counter-
party or its inability to meet contractual obligations [13].

Credit risk has been defined by BCBS as a major risk in
the banking sector as the core business of banks is giving
loans and taking deposit [14].

According to Bernanke et al, credit risk happens because
of the information asymmetry between banks and borrowers.
During rapid economic growth asset prices rise resulting
an increase in the net worth of borrowers which further
leads to rise in the asset prices and which gives way to
non-performing loans in the down trend of economic growth
[15].

High credit risk may lead to uncertainty in the finances
of the bank and restricts the accessibility of the banks to
financing. Thus the restricted access to financing increases
the interest rate and results into lower credit growth, which
may adversely affect the economic environment [16].

Sharifi et al (2019) explored the relationship between
credit risk and NPA. They used multiple linear regression
to estimate the models. The authors used NPA growth as
a dependent variable. They regressed the NPA growth on
credit risk perception, identification, assessment, control, and
capital requirements. The results reflected that credit risk is
positively related to NPA and Credit risk identification is
negatively related to NPA. The authors suggest that credit
risk management lower NPAs and credit risk performance
there by reducing the capital to be set aside for NPAs [17].

The low cost efficiency is a result of inefficient bank
management, and its inability in controlling operational
expenses. A negative correlation exists between cost
efficiency (cost to income ratio) and NPAs [18]. There is a
negative causation between bank size and NPAs in the case
of Spanish banks, Indian public sector banks and Taiwanese
banks respectively [19], [20]. The bad or under performance
in the past, may aggravate the NPAs, the good performance
in the past may also leads to higher NPAs [21].

C. Net NPA

RBI introduced ’net NPAs’ in 1996-97, and is derived from
gross NPA by deducting (i) balance in an interest suspense
account, ie, interest due but not received, (ii) DICGC/ECGC
claim received and kept in a suspense account pending
adjustment (for final settlement), (iii) past payment received
and kept in a suspense account, and (iv) total provisions held
[22].

D. Determinants of Operational Risk

Singh (2010) investigated the factors affecting the RoA
of banks profitability of bank in different countries . The
authors used panel regression and the variables used for the
study were NPA, net interest income, total assets, operating
expenses, return on assets and the control variables were
GDP and Inflation. The research concluded that economic
growth is positively related to bank profitability and inflation
has a negative relation with profitability. [23].

Dahr and Bakshi (2015) examined the factors that influence
the variability of loan losses (NPA) of public sector banks
in India for a period from 2001 to 2005. Panel regression
was used to explore bank-specific factors on NPAs of 27
public sector banks (PSBs). The Findings concluded that net
interest margin and capital adequacy ratio exhibit negative
and significant impact on the gross non-performing advances
(GNPA) ratio of the banks [24].

Rajen et al carried out an empirical study on NPA in
the Indian context. The study used panel regression to
estimate the models. They found that Bank size is statistically
significant and has negative impact indicating that large banks
have lower NPAs. A banks credit-deposit ratio with respect
to that of sector have a significant negative effect on NPAs ie
credit oriented banks. A 5% rise in CDR lowers NPA by 1%.
The higher growth and favourable business have a negative
relation with NPAs, a growth rate of 5% reduces gross NPA
by 1% [20].

Lis, et.al.,(2000) using a simultaneous equation model
examined the bank loan losses in Spain. The indicators for the
study were GDP growth rate, debt-equity ratios of firms, loan
growth, regulator policies, growth rate of bank branches, size
of the bank (assets over total size), collateral loans, NIM, and
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capital asset ratio (CAR). The study found that GDP growth
(contemporaneous and one period lag), bank size, and CAR,
impact negatively on non-performing loans and loan growth,
collateral, NIM, debt to equity ratio, regulator policies and
lagged dependent variable are significant and have positive
effect on non-performing loans. [25].

Almaqtari et al (2019) studied bank-specific and
macroeconomic determinants of 69 Indian banks profitability
from 2008 to 2017. The dependent variables were ROA
and ROE. Independent bank-specific variables used for the
study are asset size, capital adequacy, asset quality, liquidity,
deposit, asset management, operating efficiency, and financial
risk. The study suggested that bank-specific factors such as
bank size, number of branches, assets management ratio, and
operational efficiency are significant and positively related to
RoA and leverage has a negative impact on RoA. Return on
equity is positively affected by the assets management ratio,
assets quality ratio, liquidity ratio, and inflation rate. [26].

Bhadrppa and Aithal (2021) investigated the technical
efficiency of the banking sector in India using panel data
over a period from 2005–2020 used a log-linear regression
model to conduct their study. The technical efficiency
assumes that RoI and return-on-advances as the dependent
variable. Fixed assets, total assets, total employees, total
deposits, return on equity and capital adequacy rate were
taken as regressors. The study indicated that return-on-
investment of banks is positively related to fixed assets,
total assets, total employees, total deposits, total foreign
currency assets, return on equity and cost of funds. The
Return-on-advances of banks are also positively associated
with total employees, total deposits, the ratio of non-interest
income to total assets, cost of funds and capital adequacy
rate. The study found that Technical efficiency is positively
related to fixed assets, total foreign currency assets, ratio of
demand-saving deposits, ratio of non-interest income to total
assets, capital adequacy rate and investment deposit ratio [27].

1) Return on Assets: Bhatia et al (2012) investigated the
factors influencing the Return on assets in private-sector banks
in India using Backward step regression analysis. Return on
assets was taken as the dependent variable. The study found
that spread, profit per employee, and non-interest income
have a significant and positive correlation with return on
assets. Whereas NPA, operating expenses, investment deposit
ratio, and provisions and contingencies have a significant and
influence return on assets negatively [28].

Gupta and Mahakud (2020) explored the role of bank-
specific, industry-specific and macroeconomic variables in
the banking sector in India. Panel data from 19 years for
64 commercial banks in India were analysed through the
Fixed effects estimation model and Generalized Method
of Moments. Return on Assets (ROA), Return on Equity
(ROE) Net Interest Margin (NIM) and Pre-provision profit

ratio were the dependent variable. The bank-specific factors,
bank size, capital ratio, risk, cost-to-income ratio, funding
cost, revenue diversification, labour productivity and bank
age as explanatory variables. Credit risk (NPLR) is negative
and highly significant. Higher capital adequacy increases
the performance of the banks and is less sensitive to the
cost-to-income ratio [29].

2) Capital Adequacy Ratio: The Capital adequacy ratio
(CAR) is a measure used by the regulators to assess the
stability of the banking system and ensure that banks can
determine the level of capital adequacy from the possibility
of losses arising from bank operations . A higher capital
adequacy ratio is indicative of banks strength from unexpected
shocks and also protects investors deposit. This ratio ensures
that banks are able to meet other obligations and risks such
as operational risk, credit risk and market risk [30].

Thoa & Anh (2017) studied commercial banks in Vietnam.
The explanatory variables were bank size, leverage, loan
loss reserve, net interest margin, loan to assets ratio, and
liquidity with capital adequacy ratio as dependent variable.
The research concluded that bank size and leverage are not
significant and loan loss reserve, loan to asset ratio, net
interest margin and liquidity are significant. Using natural
logarithm of total assets to measure bank size, more assets a
bank has, the larger the size of the bank [31].

Dang (2011) in his study concluded that capital adequacy
ratio reflects bank’s internal strength to withstand the losses
during the period of crisis [32].

Buyuksalvarci & Adioglu (2011) stated size of the bank
measured in terms of assets is related to bank ownership and
its access to capital reflects the interests of a bank in avoiding
bankruptcy or managerial risk [33].

3) Net Interest Margin: Net interest margin is the
difference between the interest income generated and the
interest expended on account of interest paid to the creditor.
It is also expressed as a ratio of net interest income to the
average earning assets or net interest profitability. The authors
concluded that NIM has a tendency to decline before the
onset of financial difficulties. [34]

4) Cost of Deposits: Based of RBI Draft guide lines,
Cost of deposits should be calculated using the latest interest
rate/card rate payable on current and savings deposits and the
term deposits of various maturities [35].

5) Cost to Income Ratio: The CIR is defined as non-interest
expense divided by the sum of net interest income and non-
interest income, whereby non-interest expense excludes bad
debt and tax expense [36].The bank profitability is negatively
related to cost to income ratio. The banks should strive to keep
the cost to income ratio at a minimum level [37]
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III. DATA AND METHODOLOGY

A. Data Sources

The Indian public sector banks (PSB)comprising of 11
banks were used for the study. Central Govt holds majority
stakes in PSBs. SBI is the largest public sector bank. Annual
data for the period ranging from 2012 to 2022 was obtained
from the annual report of each bank, submitted to the
Bombay stock exchange at the end of each financial year.The
dependent variable is Interest Income as this represents the
income a bank earns from its core bank lending business.
When an asset becomes NPA the interest income reduces but
the bank has to pay interest on the deposits. NPA and interest
income are negatively related [38].

The variables used for study are as follows:

TABLE I
VARIABLES OF THE STUDY

SNo Variables Literature
1 Retrun on Assets (RoA) [28], [29]
2 Return on Equity(RoE) [26], [29]
3 Capital Adequacy Ratio (CAR) [30], [31]
4 Net NPA (NNPA) [20], [24], [25]
5 NIM [34]
6 Loan to Asset (LTA) Advances/Total Asset
7 Loan to Deposit(LTD) Advances/Deposit
8 Cost of deposit(CoD) RBI draft guide lines
9 Cost Income Ratio(CTI) [36], [37]
10 Advances [20], [27]
11 Assets [28], [29]
aAuthors Calculation

B. The Hypothesis of the study are

• H01 : Net NPA have no effect on RoA.
• H02 : NIM have no effect on RoA.
• H03 : CAR have no impact on RoA.
• H04 : CAR have no impact on RoE.
• H05 : Net NPA have no effect on CAR.
• H06 : Net NPA have no effect on RoE.
• H07 : Cost of deposit have no effect on RoA.
• H08 : Cost of deposit have no effect on CAR.
• H09 : Cost of deposit have no effect on RoE

C. Model Formation

A panel data was used for econometric analysis. The panel
data set has an advantage of large number of data points
, increased degree of freedom,and reduces the problem of
collinearity within explanatory variables there by improving
the estimation results .The information on inter-temporal dy-
namics and individuality of sample data points is allowed, the
effect of missing variables can also be controlled [39].The
research design is based on causal-comparative research like
causality relationship between two or more variables The aim
of the study was to determine the influence of the independent
variables on the dependent variable such as capital adequacy

ratio. The proposed models are as follows:-
Model 1

RoA = α+ β1RoEi,t + β2CARi,t + β3NIMi,t

+β4NNPAi,t + β5CoDi,t + β6LTAi,t + β7ADVi,t

+β8CTIi,t + β9Assetsi,t

(1)

Where, RoE is return on equity in year i and time t, CAR
is capital adequacy ratio, NIM is net interest margin, NNPA
is net NPA, CoD is cost of deposit, LTA is loan to advance
ratio, ADV is advances, CTI is cost to income ratio, and
Assets.

Model 2

RoE = α+ β1RoAi,t + β2CARi,t + β3NIMi,t

+β4NNPAi,t + β5CoDi,t + β6LTAi,t + β7ADVi,t

+β8CTIi,t + β9Assetsi,t

(2)

Model 3

CAR = α+ β1RoEi,t + β2RoAi,t + β3NIMi,t

+β4NNPAi,t + β5CoDi,t + β6LTAi,t + β7ADVi,t

+β8CTIi,t + β9Assetsi,t

(3)

1) Descriptive Statistics: The results of the study are based
on descriptive statistics and panel data regression models.
Return on assets have maximum value of 1.31% and an
average of 0.014%, which is quite low. Capital Adequacy ratio
has a mean on 12.43% , min of 9.2% and a max of 17.04%.
The Public sector banks had an average capital adequacy ratio
above the minimum level of 9% as required by RBI. NIM has
a high of 3.85%, minimum of 1.32% and an average of 2.67%.
The net NPA has a high of 15.3% and a mean of 0.520%. A
high volatility was observed in year 2017-18 and was probably
due to merger of smaller banks with bigger banks. Cost of
deposit was also in the range from 7.84% to 3.19% with a
mean of 5.79%. The cost to income ratio has a mean of 49.65%
and a high of 70.65%. A high cost of income has a negative
influence on the profitability and return on assets. The loan
to asset ration have a mean of 62% indicating that 62% are
the interest earning assets. A 72% of the deposit are converted
into interest earning assets and may affect the bank adversely
if depositors start withdrawing deposits. A high advances to
deposit ratio reflects that banks interest earnings are generated
from the investor deposits.

2) Correlation Matrix: Table IV & V exhibits simple corre-
lation matrix to determine existence of multi-co-linearity prob-
lem prior to implementation of regression analysis. Cooper and
Schindler (2003) stated existence of multico-linearity when
correlation scores are 0.8 or greater [40]. loan to asset ratio and
loan to deposit ratio exhibits high multi-collinearity and loan to
deposit ratio has been dropped from the models. A moderately
high multi-collinearity exists between (0.8244) RoA and RoE
and is accepted as a variable for the analysis.The results from
correlation matrix indicates :-
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TABLE II
DESCRIPTIVE STATISTICS: PART I

roa roe car nim nnpa lta
nobs 121 121 121 121 121 121
Min -3.010 -207.90 9.20 1.320 0.520 0.0594
Max 1.31 19.04 17.04 3.85 15.3 6.055
Mean 0.014 -1.668 12.46 2.662 4.591 0.6278
Median 0.27 5.93 12.43 2.6 3.75 0.598
SE Mean 0.0746 2.213 0.148 0.0412 0.280 0.045
Variance 0.675 592.742 2.679 0.206 9.539 0.255
Stdev 0.821 24.346 1.636 0.454 3.088 0.505
aAuthors Calculation

TABLE III
DESCRIPTIVE STATISTICS: PART II

ltd cod cti adv assets dar
nobs 121 121 121 121 121 121
Min 0.0749 3.190 33 4.748 6.780 0.079
Max 7.24 7.840 70.65 10.21 12.81 0.906
Mean 0.749 5.790 49.65 7.90 8.45 0.840
Median 0.708 5.620 48.55 7.891 8.324 0.853
SE Mean 0.364 1.342 0.0548 0.105 0.62 0.079
Variance 9.539 0.255 47.402 0.764 0.795 0.0059
Stdev 0.505 0.603 1.1587 6.884 0.874 0.892
aAuthors Calculation

• A positive correlation exists between RoE & RoA, CAR
& RoA, NIM & RoA,CAR & NIM, CAR& RoE, Ad-
vances & CAR, Assets & Advances,CTI & net NPA, Ad-
vance & NIM, Assets& NIM, Advance & RoE, Advance
& RoA.

• A negative correlation exists between net NPA and RoA,
Cost Income ratio(CTI) & RoA, Net NPA & RoE, CTI
and RoE, net NPA & CAR,Cost of deposit (CoD) & CAR,
CTI & CAR, net NPA & NIM, CTI & NIM, Assets &
CoD, Advance & CoD.

TABLE IV
CORRELATION :PART I

roa roe car nim nnpa lta
roa 1.0
roe 0.8244 1.0
car 0.4826 0.3156 1.0
nim 0.4980 0.3330 0.3015 1.0
nnpa -0.7942 -0.5545 -0.5185 -0.5121 1.0
lta 0.1213 0.0733 0.0588 0.0115 -0.0403 1.0
ltd 0.1301 0.0805 0.0613 0.0383 -0.0553 0.9936
cod 0.1914 0.1317 0.5132 0.0423 -0.1049 0.0835
cti -0.5393 -0.4283 -03146 -0.2706 0.4984 -0.0919
adv 0.2037 0.2128 0.2548 0.2409 -0.1830 0.1781
assets 0.1436 0.1777 0.2404 0.2244 -0.1609 -0.1215
dar -0.0873 -0.0685 -0.0200 -0.2337 0.1446 0.637
aAuthors Calculation

3) Relationship of Variables With Banks: From the
graphs(Fig 1) it can be seen that Net NPA peaked in 2017
and has been on the decline for all banks. Capital Adequacy
ratio was below 13% pre 2020 and improved post 2020(Fig
2). Return on assets was on a down trend from 2012 onwards
and the trend changed post 2020 (fig 3). RoE of banks dipped

TABLE V
CORRELATION :PART II

cod cti adv assets dar
cod 1.0
cti 0.0079 1.0
adv -0.3734 -0.1181 1.0
assets -0.4262 -0.0729 0.9091 1.0
dar -0.0067 0.0667 -0.3737 -0.55564 1.0
aAuthors Calculation

Fig. 1. Net NPA Plot

Fig. 2. CAR Plot

drastically between year 2017 and 2020 (fig 4). NIM was com-
fortably above 2% during the entire period of study (fig 5).Cost
to Income ratio peaked during the year between 2016 and 2017
(fig 6).Cost of deposit has consistently decreased from 2012
(fig7). Loan Advances has been consistently increasing post
2012 (fig 8) along with Assets (fig 9). There is a negative
relation between net NPA and RoA (fig 10).RoA of smaller
public sector banks dropped below -1% due to high net NPAs.
Maharashtra bank had high RoA and UBI had lowest in the
period of study (fig 11). NIM and net NPA exhibit negative
relationship (fig 12). Capital adequacy ratio also exhibits a
negative relationship with net NPA ( fig 14) where as a positive
relationship exists between NIM and CAR ( fig 15).

4) Panel Granger Test: Panel Granger test was carried out
on the panel data. The result are summarised as under:-
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Fig. 3. RoA Plot

Fig. 4. RoE Plot

Fig. 5. NIM Plot

• Return on Assets: The RoA is granger caused by Net
NPA and Net interest margin.

• Capital Adequacy ratio: The independent variables such
as advances, assets, loan to total assets ratio and loan to
deposit ratio granger causes capital adequacy ratio.

• Return on Equity: Net NPA granger causes RoE.
• Total Assets : RoA and net interest margin granger causes

total assets.
• Deposit to Asset ratio: Deposit to asset ratio is granger

caused by loan to deposit ratio, loan to asset ratio, net

Fig. 6. Cost to Income ratio Plot

Fig. 7. Cost of Deposit Plot

Fig. 8. Advances Plot

NPA, cost of deposit and advances.

D. Panel Regression Analysis

1) Stationarity Test: .The data was tested for stationarity
using ADF test and PP test. Stationarity test of the series was
conducted using ADF test and PP test. The series was found to
be stationary at level (I(0)).The test statistic is as under(table
VI):-
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Fig. 9. Net NPA & RoA Plot

Fig. 10. Net NPA and CAR Plot

Fig. 11. NIM and CAR Plot

2) Model 1: A Poolability test was conducted on equation
(2) to assess the behaviour of variables is same across the
three banks and is basically a chow test [41] . The model
leads to a common fixed term for all horizontal sections
[42].The pooled OLS regression provides more information as
it is dependent on the average value of the variables in time
series. The Null hypothesis is rejected indicating presence of
time and individual effects and test statistic is as under (table
VII):

TABLE VI
STATIONARITY TEST

ADF Test PP Test
RoA 0.010 0.01
RoE 0.010 0.01
CAR 0.01 0.01
NIM 0.01 0.01
Net NPA 0.01 0.01
LTA 0.01 0.01
LTD 0.01 0.01
CoD 0.01 0.01
CTI 0.04 0.01
Assets 0.09 0.04
Adv 0.01 0.01
DAR 0.01 0.01
aAuthors Calculation

H0 : Pooled OLS is stable

TABLE VII
POOLABILITY TEST: F STATISTICS

F= 3.7629 df =100 df2 =11 p =0.009398
aAuthors Calculation

Hausman test [41] was carried out to test the consistency
among the fixed effect and random effect estimator.The null
hypothesis is not rejected and test statistics is as follows (table
VIII):
H0 : Random Effect estimator is consistent.

TABLE VIII
HAUSMAN TEST STATISTIC

chisqrbarF= 2.4268 df =9 p =0.9828
aAuthors Calculation

Chi-square is a statistical distribution often used for hypoth-
esis testing procedures, producing a statistic approximately
distributed as the chi-square distribution. The Chi-square test
of independence is useful for testing hypotheses when the
variables are nominal and can provide information on the
significance of any observed differences.
Random effect panel regression model is given by the
equation:-

Yit = β0 + β1Xit1 + . . .+ βkXitk + αi + εit (4)

here, αi is unobserved effect or cross sectional effect and
is time invariant. αi is uncorrelated with each explanatory
variable, where

Cov(Xitj) = 0, t = 1, 2 . . . T, j = 1, 2,− . . . k (5)

Balanced panel: n=11, T=11, N=121
Total sum of Square: 73.437,
Residual Sum of Squares 9.2611,
R squared: 0.87387,
Adj R squared 0.86387.
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TABLE IX
COEFFICIENTS OF REGRESSION STATISTICS

Estimate std Error Z-value P-value
(intercept) -1.9580690 0.783525 -2.4990 0.01245*
car 0.1153791 0.0271045 4.2568 2.074 e-05 ***
roe 0.0166606 0.0014078 11.8342 2.2 e-16 ***
nim 0.1116338 0.0771939 1.4461 0.14814
nnpa -0.0763965 0.0144027 -5.3043 1.131e-07 ***
cod 0.1573259 0.0372212 4.2268 2.371e-05 ***
lta 0.0167179 0.0749612 0.2230 0.82352
adv 0.0728168 0.1051720 0.6924 0.48871
cti -0.0108370 0.0052707 -2.0561 0.03977 *
assets -0.0406122 0.1026700 -0.3956 0.69243
aAuthors CalculationSignif. codes: ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1

Chisq 796.189 on 9 DF, p< 2.22e-10.

The coefficients of regression statistics (table IX) indicates
that Intercept is negative and significant at 5% level. CTI is
also significant at 5% level and coefficient is negative. CAR,
net NPA, RoE and cost of deposit are significant at 1% level.
The coefficient of CAR, RoE and Cost of deposit are positive
and coefficient of net NNPA is negative.

3) Model 2: Poolability test was carried out on equation
(3). Null hypothesis is rejected and test confirmed the
presence of significant individual and time effects. The result
of test statistic is as follows (table X):
Null Hypothesis H0 = The series is stable.

TABLE X
POOLABILITY TEST: F STATISTIC

F= 18.84 df1 =100 df2 =11 p = 0.00000385
aAuthors Calculation

Hausman test is conducted to test the consistency of Fixed
effect and Random effect estimator. The null hypothesis is not
rejected and the test statistics are as under (table XI): H0 =
Random effect estimator is consistent.

TABLE XI
HAUSMAN TEST STATISTIC

chisq= 1.5759 df =9 p =0.9965
aAuthors Calculation

The coefficients of regression analysis of model 2 (eqn 3) is
given at table XII. Return on equity is the dependent variable.
The intercept is positive but not significant. Coefficient of
Return of asset is positive and significant at 1% level. The
coefficient of net NPA is positive and significant at 5%
level.The all other variables are not significant.

Balanced Panel: n=11, T=11, N= 121
R-squared : 0.71929

TABLE XII
COEFFICIENT OF RANDOM EFFECT PANEL REGRESSION

Estimate Std error z-vlaue P-value
(Intercept) 29.5888377 37.8893683 0.7809 0.43485
car -2.3564751 1.2972541 -1.8165 0.06929
roa 33.3880166 2.8233441 11.8257 2.22e-16 ***
nim -3.0622271 3.6341371 -0.8426 0.39944
nnpa 1.5765777 0.7104077 2.2193 0.02647 *
cod -2.4642718 1.8027838 -1.3669 0.17165
lta -0.8898912 3.3634295 -0.2646 0.79133
adv -0.3897051 4.7743975 -0.0816 0.93495
cti 0.0042143 0.2562884 0.0164 0.98688
assets 1.9215998 4.6313699 0.4149 0.67821
aAuthors Calculation, Sig codes ’***’ 0.001, ’**’0.01,’*’0.05

Adj R squared: 0.69653
chisq 284.431 on 9 DF, p value : <2.26e-06

4) Model 3: Poolability test was conducted on the panel
data (eqn 4). Null hypothesis is rejected indicating presence
of time and individual effect and the result of test statistic is
as follows (table XIII):
Null Hypothesis H0 = The series is stable.

TABLE XIII
POOLABILITY TEST: F STATISTIC

F= 2.5983 df1 =100 df2 =11 p = 0.0.04076
aAuthors Calculation

Hausman test is conducted to test the consistency of Fixed
effect and Random effect estimator. The null hypothesis is not
rejected and the test statistics are as under (table XIV): H0 =
Random effect estimator is consistent.

TABLE XIV
HAUSMAN TEST STATISTIC

chisq= 7.2146 df =9 p =0.6148
aAuthors Calculation

The Coefficient of Random Error panel regression of model
3 (eqn 4) is given at table XV.Capital adequacy ratio is the
dependent variable. Intercept is positive and significant at
1% level. Return on assets is positive and significant at 1%
level. The coefficient of net NPA is negative and significant
at 5% level.The cost of deposit is significant at 1% level
and coefficient is negative. Rest all other variables are not
significant.

Balanced Panel: n = 11, T = 11, N = 121
Total Sum of Squares: 289.57
Residual Sum of Squares: 97.386
R-Squared: 0.66369
Adj. R-Squared: 0.63642
Chisq 219.055 on 9 DF, p-value: < 2.22e-16
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TABLE XV
COEFFICIENTS OF PANEL REGRESSION

Estimate Std. Error t-value Pr(> |t|)
(Intercept) 19.6866337 1.8435957 10.6784 2.2e-16 ***
roa 1.2145399 0.2855649 4.2531 2.108e-05 ***
roe -0.0127241 0.0067643 -1.8811 0.05996
nim 0.0903868 0.2537887 0.3561 0.72173
nnpa -0.1288725 0.0509051 -2.5316 0.01135 *
cod -0.9912840 0.0901323 -10.9981 2.2e-16 ***
lta 0.1235232 0.2430625 0.5082 0.61132
adv -0.1300479 0.3421396 -0.3801 0.70387
cti 0.0173862 0.0174588 0.9958 0.31933
assets -0.1279343 0.3333980 -0.3837 0.70118
aAuthors Calculation, Sig codes ’***’ 0.001, ’**’0.01,’*’0.05

IV. EMPIRICAL RESULTS AND ANALYSIS

The panel data is in a balanced format for 11 Public sector
banks for the period from data 2012 to 2022 (annual data).
The objective of the paper was, to study the determinants of
operational risk and its impact on Return on assets, Return
on equity and capital adequacy ratio. The graphical analysis
(fig 1- fig 16) indicated that net NPA peaked in 2017 and
post-2018 it started decreasing. The increase in NPA may be
due to the merger of small public sector banks with large
banks. Capital Adequacy Ratio stayed above the minimum
requirement of 9% as required by RBI. Return on assets hit
a low in 2020 and became positive post-2020. Return on
equity reached a high negative in case on PNB prior to 2020
and recovered post 2020.The net interest margin of the banks
stayed in the range of 2 to 3%. The cost-to-income ratio was
also corrected post-2018. The cost of deposits declined and
assets climbed during the period under study. Panel Granger
causality test confirmed that net NPA and NIM granger
cause RoA . The capital adequacy ratio is also granger
caused by the variables like assets, loan-to-asset ratio and
loan-to-deposit ratio. Net NPA granger causes return on equity.

1) Model 1: . The stationarity of data was tested using
ADF and PP test and the series was found to be stationary
at level I(0). Poolability test confirmed the presence of time
and individual effect in the data. Hausman test confirmed the
consistency of Random effect estimator.The model is fit with
R square at 0.8737 and Adj R sq at 0.8638. This implies that
86% variation in the RoA is explained by the model. The
analysis of Random effect model indicates following:-

• Net NPA is negative and significant at 5% level. Null
hypothesis H01 stands rejected.The relationship is also
indicated by correlation matrix. This means RoA is
adversely impacted by 0.0763 units of net NPA keeping
other variables constant.

• Capital Adequacy ratio which comprises of Tier1 & Tier2
capital is also significant and is positively related to
RoA. Hypothesis H03 is rejected. Capital adequacy ratio
increases RoA by 0.1153 units for every i unit rise in
RoA.

• NIM is positive but is not significant. Null Hypothesis
H02 is not rejected. However NIM exhibits a negative
relationship with Net NPA and may cause some improve-
ment in the RoA.

• Cost of Deposit is positive and significant at 1% level.
Null Hypothesis H07 is rejected. This implies that every
1 unit rise in RoA , 0.1573 units is aided by cost of
deposit.

• Return on equity is also positive and significant at 1%
level.

• Cost of income is also significant at 5% and is negative
with respect to RoA. This implies cost of income will
have an adverse effect.

2) Model 2: Poolability test confirmed the presence of time
and individual effect. Hausman test confirmed Random effect
estimator. The model is consistent with R sq of 0.71929 and
Adj R sq of 0.69653. The model is able to explain 69.65%
variation in the dependent variable. The model indicates
following:-

• RoA is significant and positively related to RoE. The
increase in RoA increases RoE.

• The coefficient of Net NPA is positive and significant at
5% level. The null Hypothesis H06 is rejected.

• The coefficient of Cost of deposit is negative and not
significant. The null hypothesis H04 is not rejected. Cost
of deposit is significantly correlated with RoA and net
NPA and, Net NPA and RoA significantly correlated with
RoE, hence a positive relationship but do exists.

3) Model 3: Poolability test confirmed existence of time
and individual effects. Random effect regression analysis was
carried out based on Hausman test. The model is fit with R Sq
of 0.66369, Adj R Sq of 0.64642. This implies that the model
is able to explain 64% variation in the dependent variable ie
CAR. The Regression results indicate following:-

• The coefficient of Net NPA is negative and significant at
5% level. The null hypothesis H05 is rejected. The model
implies that net npa decreases the CAR by 0.1289 units.

• Intercept is positive and significant at 1% level.
• Cost of deposit exhibits a negative relationship with CAR.

This implies rising cost of deposit is not in the interest
of the bank. The null hypothesis H08 is rejected.

V. CONCLUSION

The study investigated the determinants of operational risk
using panel data regression analysis. The results of the study
are in line with the literature. The profitability of the banks is
adversely impacted by the rising net npa and increasing cost of
deposits. Cost of income which is ratio of operating expenses
and net interest income also influence profitability [24] [26].
The other sources of income like income from investment and
non-interest income alternatively can raise the profitability of
banks [34]. Capital Adequacy ratio which is maintained in line
with Bassel III recommendation exhibits negative correlation
with net npa and cost of deposit [32]. Return on asset has a
positive relation and increases CAR by 1.2 units. When an
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asset is recognised as NPA it stops generating returns for the
bank and an increase in expenses is incurred [20] . There has
been a steady rise in the advances made to the retail sector
and is followed by corporate and other sectors . Growth in
assets reflect the business capacity of the bank [21].The rising
loan advances influences the net NPA positively [43].
Operational risk rises with increase in Net NPA, Rise in cost of
Income and Cost of deposits. Return on assets and Return on
equity which is a proxy to bank profitability adversely effects
operational risk. Capital Adequacy ratio is the ability of the
banks to withstand adverse economic conditions [30] [31] [32]
is also negatively influenced by the net npa, cost of deposit
and cost of income. Net interest margins have a favourable
relationship with return on assets and capital adequacy ratio
[34].
The shortcomings of the study is that it has not taken into
account private sector banks. The further study can incorporate
private sector banks and macroeconomic variables.
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Abstract— Starch is a common semi-crystalline 

carbohydrate, employed in several biotechnological, 

chemical, textile, and food sectors as it is an abundant, 

renewable, inexpensive, and biodegradable source of 

polymer. This polysaccharide is composed of long chain 

of glucose units connected by glycosidic linkages. Starch 

is made up of two main components amylose and 

amylopectin. Amylose is a linear polysaccharide while 

amylopectin has a branched chain. Almost all green 

plants contain starch in abundance as their food reserves 

in their seeds, fruits, stem, roots and bulbs such as corn, 

wheat and rice grains, cassava and taro roots, potato 

stems, and fruits and so on. 

Food and farm waste generation is an alarming issue 

which causes undesirable environmental as well as social 

effects. Since food wastes contain various health- 

promoting bioactive substances such polyphenols, 

proteins, lipids, vitamins, and dietary fibre that may 

improve the nutritional, functional, and technological 

properties of the food products, numerous research have 

been undertaken over the past ten years to determine 

how to value them for use in food ingredients, functional 

foods, nutraceuticals, medicines, and cosmeceuticals. A 

large amount of starch present in the peels and seeds of 

the vegetable and fruits are thrown away as waste. These 

wastes can be utilized to extract native starch which can 

be blended, modified and utilized for different purpose. 

This study aims at the isolation of starch from kitchen 

waste, its modification and application. Various methods 

were tried for the extraction and modification of the 

starch which has been discussed here. 

Index Terms— Bio-degradable, Polysaccharide, 

functional foods, nutraceuticals, cosmeceuticals. 

I. INTRODUCTION

Starch or amylum is a polysaccharide consisting of a long 

chain of glucose units joined by glycosidic bonds [1]. This 

carbohydrate is produced by most green plants as an energy 

store. It is the most common carbohydrate in human diets and 

is contained in large quantities in staple foods such as 

potatoes, wheat, maize, rice, and cassava [2].  

Native or pure starch is a white, odorless and tasteless 

powder that is not soluble in cold water or alcohol. It 

consists of two types of molecules: the linear and helical 

amylose and the branched amylopectin. Depending on the 

plant, starch generally contains 20-25% amylose and 75-80% 

amylopectin by weight [3]. 

Glucose is stored in the animal body in the form of glycogen; 

it is a further branched version of amylopectin. Starch is 

processed to produce sugars which are used in the production 

of processed foods. Dissolving starch in lukewarm to hot 

water gives a mash, which can be used as a thickening, 

stiffening or gluing agent. The biggest non-food use of starch 

is as adhesive in the paper making process. Starch is also 

applied in the garments before ironing, to stiffen them [4]. 

Starch, a native, renewable, abundant, low cost and bio- 

degradable material is produced as a storage polymer by many 

granules of plants, such as corn, wheat grains, cassava, cereal, 

rice, and potato other than stems, roots, bulbs or legumes, nuts. 

Starch is organized in discrete particles ranges from less than 

1m to more than 100m of varying regular or irregular shapes 

depending upon the source. However, as per the botanical 

origin, the morphology, composition and molecular 

arrangement of granules may vary [5][6]. The physical 

characteristics of starch, its stability and phase 

transformations, for example from starch granules to gels 

(brittle/raw pasta → soft, cooked pasta) are openly linked to 

this molecular order. Advanced research tools and modern 

techniques are needed for the interpretation of the 

comprehensive structure of starch. However, the starch 

obtained from different plant sources varies in its gel forming 

ability depending upon the concentration of amylose and 

amylopectin that directly control the water holding capacity 

of starch. According to Brown et al, when the concentration 

of amylose is greater, the gelatinization ability of the starch will 

be more [7][8]. In recent times, research is been conducted on the 

development of edible films and packaging materials from 

different sources of plant parts or various fruits and vegetable 

wastes. Interestingly starch can be used as an excellent matrix 

for incorporation of various bioactive compounds such as 

antioxidant, antimicrobial, nutraceutical and flavoring agents.  
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II. SOURCES OF STARCH

There are abundant plants that grow in the many tropical 

belts which covers almost 40% of the total countries. Starch 

is mainly stored as the main source of food for plants in the 

endosperm of cereals, parenchyma cells of tuber or 

cotyledons of the seeds. The most important and common 

starch enriched plants are sago palm, potato, cassava, 

colocasia, tapioca. Starch bearing crops include rice, wheat, 

corn, millets, etc. [9]. Besides this, starch is also present in 

smaller quantities in almost all fruits and vegetables. 

However commercial use of waste for starch extraction, has 

been limited and sweet potato starches from the 

corresponding tubers. Some amount of starch is also 

extracted from other crops such as Palmyra fruits, and the 

tuber crops like Colocasia, amorphophallus, yams, 

arrowroot, Canna and Curcuma sp. but they have no as such 

commercial importance [10]. Apart from the starchy plants 

which are consumed directly, 66 million tons of starch were 

being produced per year world- wide by 2008. In the EU 

this was around 8.5 million tons, with around 40% being 

used for industrial applications and 60% for food uses, most 

of the latter as glucose syrups. Table I shows the starch 

content and its shape and size for different cereal crops. 

Source 
Starch 
content 

(%) 
Morphology 

Granule 
diameter 

(µm) 

Rice 76-90 Polyhedral 3-8

Oats 56-60 Polyhedral 3-10

Barley 62-77 Lenticular and 
Spherical 1-40

Corn 70-73 Polyhedral and 
spherical 7-25

Sorghum 57-77 Spherical 4-35

Wheat 65-67 Lenticular and 
Spherical 2-35

Table I: Characteristics of Starches from Cereals [11] 

A. Tree Crops:

Among the starch bearing tree crops, the most important

ones are sago palm, mango, Plantain, jackfruit, breadfruit 

and Pandanus. The starch is found either in the stem, fruit 

or seed. 

1) Sago palm: Sago palm, native to Southeast Asia is

actually a gymnosperm and starch is extracted from the pith

or core tissues of the plant. The starch is extracted, partially

gelatinized and then dried to make sago pearls [12].

Originally all the sago pearls were obtained

exclusively from sago starch, but now it has been replaced 

by cheaper sources such as potato, yam, cassava starch, which 

is more abundantly available. 

2) Plantain: Unripe plantain pulp is a good source of

resistant starch (RS), dietary fiber (DF), and polyphenols;

hence, there is interest in its production [13]. The production

of unripe plantain flour to starch isolation or ingredient

generates an important amount of peel. The peel represents

around 35% of the fruit weight (wet basis). To use the plantain

peel, some attempts have been realized such as in adsorption

of heavy metals, biomass production, as an antioxidant

source, and in cellulose nano fibers [14]. Recently, flour

prepared from maturated plantain peels was used as a source

of antioxidant DF to prepare cookies [15]. The end-use of

banana and plantain peel depends on its chemical

composition, which is affected by the fruit’s ripeness. Peel

from unripe fruit presents (on a dry basis) 6– 10% protein, 6–

12% ash, 2–6% lipids, 11–39% starch, and 33–43% total

dietary fiber (TDF); from the TDF, around 5– 13% is soluble

dietary fiber (SDF) and 7–36% is insoluble dietary fiber

(IDF) [16].

B. Tropical root crops:

Tropical root and tuber crops are important food crops 

serving either as subsidiary or subsistence food in different 

parts of the tropical belt. They are rich sources of starch 

besides many vitamins, minerals etc. 

1) Yam starch: Yam is a large genus with over 600 species

out of which a few are more commonly cultivated. Most of

them are trailers, and runs on the surface of the ground. The

tubers are harvested at 8-12 months after planting and the

tubers especially those of Dioscorea alata, also known as

purple yam are very large. Some of the species produce aerial

tubers also. The starch content also varies considerably,

Dioscorea cayenensis subsp. rotundata, commonly known as

the white yam has the highest starch content. Nigeria is the

largest producer of Yam producing about 44 million tons

which accounts about 70-75% of the total produce worldwide.

Yam tuber contains about 60- 80% starch on dry basis [17].

As described by Otegbayo, the yam was peeled, grated and

blended with distilled water. After blending the slurry was

filtered using a muslin cloth and the residue was washed until

clear water was observed. The collected filtrate was allowed

to settle and the supernatant was discarded. It was washed 2-

3 times to obtain pure starch. Then the starch was air-dried

at 30℃ and packed in air tight zipper pouches.
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2) Taro starch: Taro (Colocasia esculenta) is the most

widely cultivated tropical root crop belonging to the family

Araceae. It is the staple food of many African and South

Asian countries [18]. Taro corms contains almost 70-80%

resistant starch [19] which helps in the reduction of risk of

obesity, diabetes or other related diseases as the secretion

and absorption of glucose in the GI tract is comparatively

slower [20]. About 11% of the corm is protein (albumin)

and high amount of amino acids phenylalanine and leucine.

Taro is also a rich source of minerals such as Calcium,

Magnesium, Potassium, Phosphorus, Iron and vitamins

such as thiamine, riboflavin, niacin and Vit C [21]. Due

to the presence of acrid factors causing itchiness and

inflammation to the tissues of oesophagus products from

taro are often avoided by consumers. As a result, it

undergoes considerably high rate of post- harvest loss [22].

With proper scientific methods as suggested by [23] the 

acridity factor can be reduced by peeling the outer skin of 

the taro and then soaking it followed by fermentation. 

According to [24][25] peeling the skin and cooking the taro 

for a longer time may also remove acridity. Apart from 

acridity, certain anti-nutritional factors such as trypsin 

inhibitor, phytic acid, oxalic acid and cyanide are also 

present in the roots [26][ 27]. These anti-nutritional factors 

can be reduced by boiling and acid hydrolysis [28]. After the 

removal of the anti-nutritional and acridity factor these 

corms can be a great source for extraction of starch and its 

application. 

3) Potato starch: Potato (Solanum tuberosum) is an

underground modified stem also known as stolon is an

abundant source of starch which is resistant is nature. This

perennial crop is native to America but today it is a staple

food worldwide. The raw potato starch is resistant in nature

but on cooking the digestibility increases as a result cooked

or processed potatoes have high Glycemic index [29]. The

starch extracted from potato can be modified physically or

chemically for food and non-food applications. A raw potato

generally has about 80% water, 15-17% starch, 1.5- 2%

proteins, vitamin B6, vitamin C and trace amount of

potassium and phosphorus. About 13-15% starch can be

retrieved on wet weight basis and about 75-80% dry weight

basis [30]. The amylose and amylopectin fractions range

between 20-30% and 70-80% respectively depending upon

the variety of the potato [31][32][33].

Potato starch sometimes referred as potato flour can be 

extracted from potato following few traditional or industrial 

procedures. According to [34], the potatoes were peeled, 

grated and then mashed in a blender along with 1L of water 

at room temperature. The slurry was filtered using a muslin 

cloth and washed repeatedly until clear water was obtained. 

Next the filtrate was allowed to rest for 3-4 hours so that the 

starch may settle at the bottom. The water on top was carefully 

decanted and the rest of the sediment was dried at 40°C to 

obtain starch. Besides the traditional methods there are other 

chemical and enzymatic methods as well. After extraction the 

native starch obtained is altered chemically or physically to 

improve its thermal and acid resistance, viscosity, 

retrogradation tendency etc. [35][36]. 

C. Cereal Crops:

Maize/corn, Sorghum, Rice, Wheat and a number of millets

are cultivated in the tropics and form important crops in many 

areas. They serve as a cheap source of food. Most of them 

contain good quantity of starch, the most important being 

maize. Fig 1 shows the worldwide production of different 

cereal crops. 

1) Corn starch:

Corn starch is a common food ingredient used worldwide to

thicken sauces and soups, as well as to make corn syrup and

other sugars. This crop is originally a native to Mexico but

in present times it is a staple food in many countries. Corn

starch is typically combined with a lower temperature liquid

to create a paste or slurry before being employed as a

thickening ingredient in liquid- based meals (such as soup,

sauces, gravies, and custard). It is typically added to

powdered sugar (10X or confectioner’s sugar) as an anti-

caking agent.

A non-Newtonian fluid can be created by mixing corn 

starch with a fluid; for example, adding water creates oobleck 

and adding oil creates an electro-rheological fluid. Arrowroot, 

which replaces corn starch in a 1:1 ratio, is a popular 

replacement. The addition of corn starch to the batter

Fig. 1: World production share of different grains for the year 

2018 in million metric tons [57]. 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 452



used to coat the chicken nuggets enhanced oil absorption and 

crispness during deep-frying. Bio-plastics can be produced 

using corn starch. On medical items composed of natural 

latex, such as diaphragm sand medical gloves, corn starch 

is the chosen anti- stick agent. Talc was previously used but 

abandoned since it was thought to be carcinogenic. 

Corn starch is added in various proportions to foods, such 

as cheese and yogurt, to lower production costs. Humans 

with glycogen storage disorder are given glucose through the 

use of corn starch (GSD). Without it, they wouldn’t thrive 

(i.e., wouldn’t grow much, if any, weight) and would 

eventually perish. Starting between the ages of 6 and 12 

months, corn flour can be utilized, allowing for more 

consistent feeding plans and reduced glucose fluctuations. 

2) Rice starch: Rice is the second most important cereal

crops in terms of production, consumption and major caloric

energy source of human diet. It is used as the staple food

worldwide with about 511.6 million tons production [37].

About 85-90% of the milled white rice kernels constitute of

carbohydrate (rice starch), which comprises 6-8% of

proteins and trace amount of dietary fibers [38].

Rice starch comprises of mainly 15-35% amylose and 65- 

85% amylopectin [39]. Amylopectin is responsible for the 

waxy texture of the rice and thus the waxy mutants can even 

have 98-100% amylopectin and amylose content can be as 

low as 0-2% [40][41]. Protein content of rice ranges between 

4.5-15.9% [42]. The total lipid content in rice is very low, 

about 0.1-0.4% with 32% fatty acid and 68% phospholipids 

[43]. 

III. SIZE AND COMPOSITION OF STARCH

There are numerous research articles which have been 

published on the basis of properties and chemistry of starch 

from different sources [44][45]. The reserve carbohydrate in 

plant tubes and seed endosperm plants is starch, which is 

found as granules in plastids that are isolated from the 

cytoplasm [46]. Rice and corn are the primary sources of 

starch. Having no sweetness, starch is an amorphous, white 

powder. It is a non-reducing carbohydrate that is insoluble in 

water, alcohol, and ether. 

A. Size of starch granules:

The shape and size of the starch molecule depends upon the

biological origin of the crop; for instance, rice starch usually 

has a diameter of about 5µm and it is polygonal in shape [47]. 

Similarly maize or corn starch is spherical in shape and the 

size ranges 2-30µm as shown in Table II [48][49]. Starch 

granules come in both simple and compound forms and range 

in size (2-150 m), size distribution, and shape [50]. 

On the basis of X-ray diffraction, starch granules possess 

semi-crystalline structure; with 70% amorphous and 30% 

crystalline in nature. The crystalline regions consist of mainly 

amylopectin whereas amorphous regions contain primarily 

amylase [50]. The degree of crystallization depends upon the 

moisture content of the starch. Dried starches show lower the 

degree of crystallization [50]. Starch granules are hydrophilic 

in nature and consist of strong inter molecular interaction due 

to hydrogen bonding formed by the –OH group on the granule 

surface [51]. Chemical modifications are usually carried out 

to modify the starch. However, the properties of starch can be 

improved or modified by blending with different starches 

[45]. 

B. Components of starch:

Two main glucans, namely amylose and amylopectin—

combine to form starch. Depending on the source, the

majority of starches comprise 80–90% water insoluble

amylopectin and 10–20% water insoluble amylose [52].

Unlike mutant sweet corn and other legumes, which have

amylose in higher concentrations than amylopectin, waxy or

glutinous starch from corn and other cereals contains little to

no amylase. In addition to these glucans, starch also contains

trace amounts of proteins and lipids [50]. These

macromolecules can be identified individually only after

separation. Table III describes the linkage, morphology and

applications of the two glucans.

Table II: Characteristics of starch granules from different botanical 

sources [47]. 
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it has no effect on the development of gels [54]. The partial 

structure of amylopectin is presented in the Fig. (3). 

IV. CONCLUSION AND FUTURE PROSPECT

1. Amylose:

Amylose is linear or straight chain polysaccharide with 1→4

linkage of the α-D-Glucose. Chain length or the Degree of

Polymerization (DP) can vary from 250 to 600 glucose units

[53]. Amylose dissolves in water but produces hydrated

micelles. The lengthy chain is wound into a helical coil in

such micelles. Iodine and starch give a blue color because of

this structure [54]. The gelling properties of cooked and

cooled starches are influenced by the structure of amylose.

The molecular structure of amylose is presented in fig no.

(2)

There are varies factors upon which the amylose contain of 

the starch depends, such as species, organs, age of plant and 

also geographical conditions [55]. There are few mutant 

species of rice, maize and millets as well which produce 

amylose free or low amylose contained starch [56]. 

2. Amylopectin:

Amylopectin also has α- (1→4) linkages with branched

chain joined by α- (1→6) linkages. These branched points

are 4-5% compared to the amylose chain. Depending upon

the length of the polymer chain, it can be classified as short

chain with 12-20 DP, long chain with 30-45 DP and very

long chain with average DP 60 [53]. The thickening effects

of starch preparations are caused by amylopectin, however

Starch has the potential to be an alternative to many 

problems. It can be modified to combat health issues such as 

diabetes and obesity. The use of resistance starch or slow 

digestible starch is a great alternative to high starch 

carbohydrate. In a way it can be used as a dietary substitute 

to rice, corn and wheat. Resistance starch which is undigested 

acts as a dietary fiber and maintains the gut flora. Due to it is 

bio-compatibility, low cost and good film forming ability it 

has gained much popularity. 

Food and farm waste generation is an alarming issue which 

causes undesirable environmental as well as social effects. 

Since food wastes contain various health-promoting 

bioactive substances such polyphenols, proteins, lipids, 

vitamins, and dietary fiber that may improve the nutritional, 

functional, and technological properties of the food products, 

numerous researches have been undertaken over the past ten 

years to determine how to value them for use in food 

ingredients, functional foods, nutraceuticals, medicines, and 

cosmeceuticals. Starch can be extracted from this food waste 

as it is biodegradable and a cost-effective source. Food waste-

based starch can be successfully developed as a film forming 

agent combined with thermoplastics and plasticizers 

(glycerol) to increase its strength and durability. 

Biodegradable and sustainable packaging of the food 

material is the need of the hour. Starch being a natural 

polymer proves to be an excellent source and is widely used 

in food packaging in order to reduce the use of plastic and 

other synthetic nonfood grade polymers. However, native 

starch has low water resistance power and low mechanical 

strength. This kind of problems can be fixed by blending 

starch with other polymers.   

Fig 3: Molecular structure of amylopectin [59]. 

Fig 2: Molecular structure of amylose [59]. 

Table III: Comparison of Amylose and Amylopectin [58] 
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Starch is an excellent food matrix; it can be used for 

incorporation or encapsulation of bioactive components. 

Starch enhances the water solubility of the polyphenols and 

antioxidant in the digestive tract. Resistant starches are the 

most favored option for encapsulation as they enhance the 

stability and antioxidant activity. There are various techniques 

by which starch nano particles are produced and entrapped. 

These processes are based on lab scale and thus the main 

challenge for the future lies in the scale-up process for large 

scale production, human trials and proper marketing of the 

product. 
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Abstract— In this paper we have discussed about a possible

method with which cardiac ailment in people can be predicted. 

Considering three important attributes for a heart’s healthiness,

we first try to predict the status of the heart’s health and classify 
it into 3 levels of danger. Then we take up two parameters to do 

a correlative analysis. This analysis takes the 3 levels of danger 

to form a combinational 3*3 matrix i.e., 9 distinct results. This 

gives us a scope of analyzing the heart condition with 9 different 

ways and the measures that need to be taken for each set of 

outputs. This process will be repeated three times, each time 

unique combination of two set of attributes will be considered. 

In addition to the detailed prediction, we have even discussed 

about a Holistic approach without which prediction and 

treatment of a cardiac ailment is not possible   

Keywords— Machine Learning, Logarithmic Regression,

Cardiac Ailments, Correlation. 

I. INTRODUCTION 

Cardiovascular diseases (CVDs) have now become the 
leading cause of mortality in India. A quarter of all mortality 
is attributable to CVD. Ischemic heart disease and stroke are 
the predominant causes and are responsible for >80% of CVD 
deaths. The Global Burden of Disease study estimate of age-
standardized CVD death rate of 272 per 100 000 population in 
India is higher than the global average of 235 per 100 000 
population. Some aspects of the CVD epidemic in India are 
particular causes of concern, including its accelerated build 
up, the early age of disease onset in the population, and the 
high case fatality rate.[1] 

Due to technological advancements, data collection and 
storage from various medicinal institutions and hospitals 
around the globe has become possible. The data collected is 
then analysed using different machine learning algorithms that 
discover certain patterns, correlations, and resemblance 
among each attribute in the dataset. 

Considering these different aspects, we are proposing a 
machine learning model which predicts whether a person is 
prone to heart disease. Here we are using the dataset of 1025 
patients who belongs to the age group of 29 to 78 containing 
14 attributes of a particular person. This makes the total size 
of our dataset as 1025*14 

We are implementing Logistic Regression algorithm in 
order to achieve accurate results in less time. Machine 
learning is given a major priority in modern life in many 
applications and in healthcare sector. Prediction is one of area 
where machine learning plays a vital role, our topic is to 

predict heart disease by processing patient’s dataset as 
weather a patient is prone to heart disease.[2] 

We will be considering 3 main heath attributes that affects 
the performance of heart directly and those are Blood Pressure 
(BP), Cholesterol and Heart rate variability maximum value. 
Initially we study the attributes individually. Now classifying 
and correlating outcomes of combination [3] of the 2 attributes 
each in 3 different sets we get to know the heart’s health status. 
Initially each attribute is assigned for danger level indexes i.e., 
healthy-1, vulnerable-2, in danger-3 based on the standard 
medical recommendations for each of these attributes. Upon 
assignment of these danger levels, each outcome is checked 
and compared with another one. This leads to the formation of 
a 3*3 matrix or 9 different and distinct results which is further 
broken down into healthy, vulnerable and dangerous heart 
condition again. This process will be repeated for the other 
two sets of combinations of the attributes. Doing this 
repeatedly gives more outputs which leads to ease in decision 
finalizing and accuracy of the prediction.  

II. LITERATURE SURVEY

The emergence of applying different machine learning 

(ML) techniques in the field of prediction of a disease has

resulted in the reduction of death rate. Cognitive Approach

for Heart Disease Prediction using Machine Learning by

Pranav Motarwar and Ankita Duraphe proposes an ML

framework to predict the possibility of having heart disease

using different methods. Comparison of individual

parameters can be considered here. [4] Heart Disease

Prognosis using ML classification technique by Md.

Nowshad Ahmed, Ezoz Ahmed, Md.Abu Siddik and Akhtar

Zaman proposed to obtain dataset with the required

parameters and make them work for certain algorithms.

Interlinking these parameters can be done for better and

accurate results. [5] Improving the Accuracy in Prediction of

Heart Disease using ML algorithms by Keerthi Sanhita and

Sarika Priya MR proposed prediction of disease using

different algorithms with a small dataset. [1]

ML based heart disease prediction System by M Snehit 

Raja and M Anurag proposed a methodology which makes 

use of Random Forest Algorithm and Decision Tree 

Algorithm, which tend to give accurate results. [6] Less 

amount of data often leads to ambiguity in the expected 

results. So almost all the researchers suggest that the data that 

needs to be considered should be more in quantity with a 
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greater number of comparatives so that leads to the accurate 

finding of the desired results. 

III. SIMULATION SETUP FOR ML BASED PREDICTION

A. Attributes

The dataset obtained consists of information on 1025
patients and dates back to 1988. The dataset consists of a 
combination four databases from Cleveland, Hungary, 
Switzerland and Long Beach. 

The 14 different attributes from the available dataset are as 
follows. 

Attribute Information 

1. Age

2. Sex

3. Chest pain type

4. Resting Blood pressure

5. Serum Cholesterol in mg/dl

6. Fasting Blood sugar >120 mg/dl

7. Resting electrocardiographic results (values 0,1,2)

8. Maximum heart rate achieved

9. Exercise induced angina

10. Old peak = ST depression induced by exercise relative
to rest

11. The slope of the peak exercise ST element

12. Number of major vessels (0-3) colored by
fluoroscopy

13. Thal: 0= normal; 1 = fixed defect; 2 = reverseble
defect

14. Target

Considering all these parameters, with the help of Machine 
Learning we are predicting whether the person is prone to 
heart disease. The dataset obtained is from open source i.e., 
from Kaggle website. 

Here we are using logistic regression algorithm to predict 
whether a person is prone to heart disease. 

Fig. 1 Age Density 

From Fig. 1, we can clearly see that major number of 

people from our dataset belongs tp the age group of 47 to 63. 

Fig. 2 Males and Females by Age 

Fig. 2 shows the count of male and female associated to 

each age number in our dataset. From the above graph we 

came to know that most of the people from our data set are 

male in each age number compared to female. 

Fig. 3 Block Diagram of Algorithm 

The fig 3. Explains block diagram of algorithm.  

User: Here the input data of the user is fed in which consists 

of various parameters like blood pressure (trestbps), 

cholesterol (chol) etc. 

Input dataset:  The user input data is taken in as a data set 

which is further used for the prediction of output by 

comparing it with previously available dataset. 

Data Set: This data set is obtained from publicly available 

sources and has got the required parameters for the prediction 

of heart disease. The data set that is being used is obtained 

from the Kaggle website. 

Application of algorithm and predicting the output: Now 

in this block the user data and the dataset is fed into the 

algorithm which trains the model using the data which has 

been given to the model as training data set from which the 

model will do some statistical analysis and predicts the output 

as weather a person is prone to heart disease or not. [6] 

B. Metabolic Rate

The metabolism is the chemical process of conversion

food into energy. The human body needs this energy to do 

various works from moving, thinking to growing. Specific 

proteins in the body control these chemical reactions of 
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metabolism. The rate at which metabolism happens varies 

person to person, this variation can happen due to a lot of 

reasons like genetic build up. A person having low rate of 

metabolism has a high tendency of accumulation of fatty 

tissues. Even cholesterol build up increases if not broken 

down into energy. This leads to direct pressure on the heart 

which causes troubles like heart attacks. There are ways 

which one can adapt to increase his/her metabolism in order 

to lead a healthy life.  

C. Sedentary Lifestyle

As the years have progressed the lifestyle of people has

changed towards the inactive way. Lack of exercise, is a big 

cause of concern among the younger generations as it may 

lead to obesity, high cholesterol, diabetes which again 

directly lead to heart diseases and heart attacks. [7] 

D. Holistic Approach

A person doesn’t suffer from a heart disease only due to

the numbers measured from an equipment for certain 

attributes. A lot of things matter in order to have a healthy 

heart. The combination of metabolism rate, sedentary 

lifestyle is one such example. More can be added to this list 

like unhealthy sleep patterns, bad food habits, consumption 

of unhealthy beverages like alcohol, drugs, stress taken. All 

the factors combined together lead to the unhealthy state of 

the heart. Since these factors cannot be measured on a scale 

we cannot predict the heart condition 100% accurately. But 

this approach gives us a hope that the assesment for the heart 

condition can give the correct state in which the heart is going 

through. [8] 

IV. PROPOSED ALGORITHM FOR ML BASED PREDICTION

Here, in this paper, we are using logistic Regression 

algorithm to predict whether a person is prone to heart disease 

which is a Supervised machine learning algorithm. 

LR is most widely used algorithm for problems of 

classification. It is used for binary problem classification to 

predict the value of predictive variable y when y∈ {0, 1}, ‘0’ 
is negative class and ‘1’ is positive class. 
To classify two classes 0 and 1 we should develop a 

hypothesis h(θ) = xθ. [2][9] 

The threshold output of classifier is hθ(x) at value 0.5 and 
if hθ(x)>=0.5, it will predict y =1 and if value of hθ(x) < 0.5, 
then predict y=0. So, the prediction of LR under the condition 

0<=hθ(x) <=1. The sigmoid function or logistic function of 
LR mathematically expressed as shown in equation (1). 

Hθ(x)=g(xθT)     (1) 

And according to the chain rule we have to find the derivative 

of ŷ.

ŷ = ( 11+e−z)′= ŷ. (1- ŷ)
Similarly, the LR cost function can be expressed in equation 

(2).  

 𝐽(θ)= 1𝑚 ∑ 𝐶𝑜𝑠𝑡(ℎ𝜃( 𝑥(𝑖)), 𝑦(𝑖))𝑛𝑖=1       (2) 

Fig. 4 Cholesterol plot 

Fig. 5 Diastolic BP plot 

Fig. 6 Blood Pressure plot 

LR implementation can fit binary and multinomial LR with 

optional L2 or L1 regularization.  

In optimization problem, binary class L2 LR minimize the 

cost function expressed in equation (3). 

min
12 𝑤𝑇𝑤+C∑ 𝑙𝑜𝑔 (𝑒𝑥𝑝 (−𝑦𝑖(𝑋𝑖𝑇𝑤 +  𝐶))  + 1) 𝑛𝑖=1   (3) 

L1 regularized LR can solve an optimization problem using 

this cost function written in equation (4).  

min||w||1+C∑ 𝑙𝑜𝑔 (𝑒𝑥𝑝 (−𝑦𝑖(𝑋𝑖𝑇𝑤 + 𝑐)) + 1) 𝑛𝑖=1  (4) 
Using the logistic regression, we obtain set of plots for the 

three attributes that we will be considering. 

TABLE I. COMPARISON OF ACCURACIES 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 460



A. Prediction using Cholesterol attribute

From fig 4. We can predict whether a person is prone to
heart disease using the cholesterol attribute. Normal 
cholesterol level for a healthy Human is 200 mg/dL. From the 
above graph, we can infer that the people who have their 
cholesterol level more than 120 mg/dL might be prone to a 
heart disease. We can also see there are some blue dots that 
are above 120 mg/dL even though they might not be prone to 
a heart disease because of other health factors like smoking, 
unhealthy diet etc. 

B. Prediction using Resting blood pressure (trest) attribute

From fig 5. we can predict whether a person is prone to
heart disease using the resting blood pressure level of 
particular person attribute. 

Comparison table for reference: 

Normal: Below 120/80. 

Elevated: 120 to 129/less than 80. 

Stage 1 high blood pressure: 130 to 139/80 to 89. 
Stage 2 high blood pressure: 140 and above/90 and above 

Hypertension crisis: above 180/above 120. From the above 

graph, we can infer that for the age of 40 to 50 there is a high 

chance of people who might be prone to heart disease. 

We can also see some blue dots are over 120 possibly because 

of Diet, Hypertension, distorted sleep cycle etc. 

C. Prediction using Heart rate [max. value]

From fig 6. we can predict whether a person is prone to
heart disease using the maximum value of heart rate variability 
attribute. Most of people who have achieved Maximum heart 
rate are in the age group of 40 to 50 because they will be 
involved in more physical work and might be prone to a heart 
disease. From the above graph, we can infer that the 
probability of ailing heart decreases as the age increase 
because the people of age group 40 to 50 will be involved in 
more physical work or exercise than the people of age group 
50 to 70. 

D. Comparison of Accuracies

In fig 7. after getting the results of our 3 main attributes
now, we will predict the accuracy after considering all the 14 
attributes with some different training and testing data set. 
Now we will be dividing our entire dataset into some 
percentage as training set and remaining as testing set. We will 
consider all the cases by dividing the dataset as shown below 
for better understanding.  

From fig 7. the inferences drawn are: 

Percentage of training dataset is directly proportional to 

Accuracy 

Percentage of testing dataset is inversely proportional to 

Accuracy 
As we go on increasing the training dataset, we can clearly 

see the increase in accuracy rate of the model. More training 
dataset will help the model to predict much better. We got high 
accuracy when we provided 80% of our dataset as training set 
i.e., 85% of accuracy. [10]

V. CORRELATING THE ATTRIBUTES

Correlation of the attributes is lengthy process of 

analyzing the available data, classifying for danger level 

indexes i.e., healthy-1, vulnerable-2, in danger-3 based on the 

standard medical recommendations for each of these 

attributes.  

1) The standard medical recommendations for these

attributes are as follows 

a) Diastolic Blood Pressure

The diastolic blood pressure indicates the amount of 

pressure being exerted on the walls of arteries between the 

heartbeat. This has been a conventional factor for deciding 

the heart condition of a person. The range of diastolic blood, 

the heart condition and the corresponding number assigned to 

it for the correlation have been mentioned in the table given 

below. 

TABLE II. ASSIGNMENT OF COMPARISON FOR DIASTOLIC 

BLOOD PRESSURE  

Range (BP) Heart Condition Number Assigned 

60-80 Normal 1 

80-90 Vulnerable 2 

<60 and >90 Dangerous 3 

b) Cholesterol

Cholesterol helps the body build new cells, insulate 

nerves and produce hormones. It is important for the body but 

too much of its presence is a risk factor for heart disease. 

When it is present in too much amount in the blood it builds 

up in the walls of arteries, causing atherosclerosis. The 

arteries become narrowed and the blood flow slows down 

putting pressure on the heart. This increase of pressure on 

heart may result in a heart attack. Hence considering its 

importance. The range of cholesterol, the heart condition and 

the corresponding number assigned to it for the correlation 

have been mentioned in the table given below. 

TABLE III. ASSIGNMENT OF COMPARISON FOR DIASTOLIC 

BLOOD PRESSURE  

Range Heart Condition Number Assigned 

<200 Normal 1 

200-240 Vulnerable 2 

>240 Dangerous 3 

c) Maximum Heart Rate

In general, a lower resting heart rate is an indication of 

better physical fitness. Higher heart rates cause the impartial 

filling of blood in the chambers of heart. This leads to 

inefficient pumping and shortage in the supply of oxygen to 

the vital organs of the body. The range of max. heart rate, the 

heart condition and the corresponding number assigned to it 

for the correlation have been mentioned in the table given 

below. 

TABLE IV. ASSIGNMENT OF COMPARISON FOR DIASTOLIC 

BLOOD PRESSURE  

Range Heart Condition Number Assigned 

<150 Normal 1 

150-180 Vulnerable 2 

>180 Dangerous 3 
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VI. RESULT AND DISCUSSION 

Fig. 7 Cholesterol and Max. heart rate during physical activity 

Fig. 8 BP and Max. heart rate during physical activity 

Fig. 9 Cholesterol and Max. heart rate during physical activity 
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A. Correlating pair of attributes

a) Rest BP and Cholesterol

Upon analysing BP and cholesterol combined together, we 

lead to 3*3 matrix with the combination of heart conditions 

and the corresponding number of patients associated to that 

combination of heart conditions. 

TABLE V. COUNT OF PATIENTS WITH RESPECT TO THE 

COMPARISON OF REST BP AND CHOLESTEROL  

[1,1]- 40 [1,2]- 75 [1,3]- 79 

[2,1]- 42 [2,2]- 84 [2,3]- 130 

[3,1]- 87 [3,2]- 180 [3,3]- 308 

   *[Rest BP, Cholesterol]- Number of patients associated 

b)Rest BP and Heart Rate

Upon analysing BP and heart rate combined together, we lead 

to 3*3 matrix with the combination of heart conditions and 

the corresponding number of patients associated to that 

combination of heart conditions. 

TABLE VI. COUNT OF PATIENTS WITH RESPECT TO THE 

COMPARISON OF REST BP AND HEART RATE 

[1,1]- 90 [1,2]- 91 [1,3]- 130 

[2,1]- 121 [2,2]- 118 [2,3]- 17 

[3,1]- 247 [3,2]- 292 [3,3]- 36 

   *[Rest BP, Heart Rate]- Number of patients associated 

c)Cholesterol and Heart Rate

Upon analysing cholesterol and heart rate combined together, 

we lead to 3*3 matrix with the combination of heart 

conditions and the corresponding number of patients 

associated to that combination of heart conditions. 

TABLE VII. COUNT OF PATIENTS WITH RESPECT TO THE 

COMPARISON OF CHOLESTEROL AND HEART RATE 

[1,1]- 83 [1,2]- 74 [1,3]- 12 

[2,1]- 133 [2,2]- 179 [2,3]- 27 

[3,1]- 242 [3,2]- 248 [3,3]- 27 

   *[Cholesterol, Heart Rate]- Number of patients associated 

B. Results of individual and correlational assessments and

related disscusion

Based on the individual assessments it is found out that 

the age of person plays a vital role in deciding the level of 

severity of the health of the heart. For example, the 

cholesterol in a human increase with increase in the age 

which is considered to be normal up to an extent, beyond 

which high cholesterol becomes toxic for the human body. At 

younger ages cholesterol values above the recommended 

level is considered to be a bad sign and the person 

immediately needs to take necessary actions. Same goes with 

max. heart rate and blood sugar. But these graphs do take 

other factors into consideration, for example if a person 

consumes oily food out of the blue, his/her cholesterol levels 

are bound to go up, in such cases other factors need to be 

considered. Hence, coming to the comparative and 

correlational analysis of two attributes at once gives a more 

diversified view of what exactly might be the condition of a 

human heart. 

In the comparative assessment for BP and cholesterol 

i.e., fig 8.  The findings give us a lot of information about the

heart condition and the measures that need to be taken if

necessary. The number of patients who fall under the Grade-

0 i.e., (1,1)- 40 patients are healthy and safe and they need to

maintain the same lifestyle that they are going through.

Grade-1 i.e., (2,1) and (1,2)- 117 patients are safe but need

to be a bit cautious and be alert about the health. Grade-2 i.e.,

(3,1), (1,3) and (2,2)-250 patients. The level of alertness goes

a bit higher for these patients and they are highly advised to

do physical activities in order to fall back in grade 1 and then

to grade 0. The patients with (2,2) status of health attributes

are running at a high risk as both BP and cholesterol are above

the recommended levels. Hence, they need to be extra

cautious. Grade-3 i.e., (3,2) and (2,3)-310 patients. These

patients are required to be on highest alertness as one attribute

level (BP) is more than recommended value and the other

(cholesterol) is extremely higher than the recommendation.

They need to change their lifestyle immediately, undergo

medical consultations and if necessary, start with the

medications as prescribed by the practitioner. Grade-4 i.e.,

(3,3)-308 patients. They are the worst affected patients as

both the attributes (BP, Cholesterol) are extremely higher

than the recommended values. They must immediately

undergo a lot of changes like lifestyle, food habits, exercise

patterns. They must immediately start medications based

upon the prescriptions from a medical practitioner. If proper

precautions are not followed strictly, they might even end up

getting hospitalized.

  In the comparative assessment for BP and max. heart 

rate at rest i.e., fig 9. The findings give us a lot of 

information about the heart condition and the measures that 

need to be taken if necessary. The number of patients who fall 

under the Grade-0 i.e., (1,1)- 90 patients are healthy and safe 

and they need to maintain the same lifestyle that they are 

going through. Grade-1 i.e., (2,1) and (1,2)- 212 patients are 

safe but need to be a bit cautious and be alert about the health. 

Grade-2 i.e., (3,1), (1,3) and (2,2)-495 patients. The level of 

alertness goes a bit higher for these patients and they are 

highly advised to do physical activities in order to fall back 

in grade 1 and then to grade 0. The patients with (2,2) status 

of health attributes, are running at a high risk as both BP and 

max. heart rate at rest are above the recommended levels. 

Hence, they need to be extra cautious. Grade-3 i.e., (3,2) and 

(2,3)-309 patients. These patients are required to be on 

highest alertness as one attribute level (BP) is more than 

recommended value and the other (max. heart rate at rest) is 

extremely higher than the recommendation. They need to 

change their lifestyle immediately, undergo medical 

consultations and if necessary, start with the medications as 

prescribed by the practitioner. Grade-4 i.e., (3,3)-36 patients. 

They are the worst affected patients as both the attributes (BP, 

Max. heart rate at rest) are extremely higher than the 

recommended values. They must immediately undergo a lot 

of changes like lifestyle, food habits, exercise patterns. They 

must immediately start medications based upon the 

prescriptions from a medical practitioner. If proper 

precautions are not followed strictly, they might even end up 

getting hospitalized. 

  In the comparative assessment for cholesterol and max. 

heart rate at rest i.e., fig 10. The findings give us a lot of 

information about the heart condition and the measures that 
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need to be taken if necessary. The number of patients who fall 

under the Grade-0 i.e., (1,1)- 83 patients are healthy and safe 

and they need to maintain the same lifestyle that they are 

going through. Grade-1 i.e., (2,1) and (1,2)- 187 patients are 

safe but need to be a bit cautious and be alert about the health. 

Grade-2 i.e., (3,1), (1,3) and (2,2)-433 patients. The level of 

alertness goes a bit higher for these patients and they are 

highly advised to do physical activities in order to fall back 

in grade 1 and then to grade 0. The patients with (2,2) status 

of health attributes, are running at a high risk as both 

cholesterol and max. heart rate at rest are above the 

recommended levels. Hence, they need to be extra cautious. 

Grade-3 i.e., (3,2) and (2,3)-275 patients. These patients are 

required to be on highest alertness as one attribute level 

(cholesterol) is more than recommended value and the other 

(max. heart rate at rest) is extremely higher than the 

recommendation. They need to change their lifestyle 

immediately, undergo medical consultations and if necessary, 

start with the medications as prescribed by the practitioner. 

Grade-4 i.e., (3,3)-27 patients. They are the worst affected 

patients as both the attributes (Cholesterol, Max. heart rate at 

rest) are extremely higher than the recommended values. 

They must immediately undergo a lot of changes like 

lifestyle, food habits, exercise patterns. They must 

immediately start medications based upon the prescriptions 

from a medical practitioner. If proper precautions are not 

followed strictly, they might even end up getting hospitalized. 

VII. CONCLUSIONS

The prime purpose of this work is to show that the 

prediction of heart diseases is not feasible without the 

involvement of multiple parameters that affect the heart’s 
working. The single attribute check approach is not suitable 

as it doesn’t give accuracy to the work of prediction. But 
when two attributes involve, we can see a sudden change in 

the information that we obtain about a heart’s condition. This 
way it becomes easier for the decision making of the medical 

practitioner to recommend the patient for the right treatment 

according to his/her heart condition. 

When two attributes involve, we get nine set of outputs. 

Hence, we can say that in the future this work can be extended 

for three attributes for deeper scrutinization of the heart 

condition.   
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Abstract—The paper explores the long-run and short-run
association of bank-specific factors in public sector banks in India
using quarterly data from Jun 2009 to Mar 2022. The dependent
variables are Capital Adequacy Ratio and Operating profit.
Pedroni Panel co-integration test and Johansen Fisher panel
co-integration test were conducted for testing co-integration.
The panel data were analysed for unit roots using Levin, Lin
and Chu ( L&L) and the IPS test. Wald test was conducted
to test the significance of independent variables. Due to the
mix of I(1) and I(0) order of integration of the variables and
the presence of co-integration, the Auto Regressive Distributed
Lag (ARDL) approach was used in this study, which allows
short-run dynamics, error correction, and error variance that
differ across banks. The results shows that Interest earnings,
Interest expended, operating profit and return on assets have
a positive and significantly long-run association with capital
adequacy ratio. The interest expended and operating expenses
significantly impacts operating profit in the long run.

Index Terms—Public Sector Banks, ARDL, Panel Co-
integration, Capital adequacy ratio, Operating profit, Provisions
and contingencies, Interest Earnings, Interest Expended,Return
on Assets.

I. INTRODUCTION

In the financial system, of any country, banks play a vital
role. The quality of assets is a serious concern from the
view of financial stability and efficient bank management.
The financial instability involving non-profitable assets and
wilful default adversely impacts the economic growth of
the country [1]. Rising non-profitable assets have a negative
implication on the bank’s financial intermediation. A high
level of non-profitable assets creates a significant threat to
the stability of the financial system [2].

The Indian banking sector underwent major changes
since 1990 [3]. The Indian banking system was resilient
and remained strong during the global financial crisis of
the year 2008. Growth in non-profitable assets adversely
impacts the bank’s profitability and efficiency of banks.
The non-availability of credit and the rising cost of funds
adversely affect the demand and supply side of the economy.

The growth in NPAs may be due to the business environment,
borrowers and banks. Bank’s internal factors like poor credit
appraisal, lack of credit monitoring and lack of effective
NPA management may also lead to the accumulation of
NPAs [4]. High credit growth is followed by the collection
of stressed assets within the banking sector during the
economic downturn [5]. In the upturn of the economy
banks’ profit improves, loan advances increase and loan
recovery rate increases leading to a decrease in NPAs and
the reverse happens during sluggish economic growth [6].
The sensitive sectors like Infrastructure, iron and steel, textile
have contributed to growth in the NPAs in Indian scenario [7]

Risk is an inherent part of business where changing
market conditions increases the uncertainty of the economic
and political environment. Risk management plays a very
important role in the organisation’s activities with a focus
to achieve organisational aim with maximum efficiency.
Risk management is a continuous process and rests on the
endogenous and exogenous environment of the organization
with the changes in the environment requiring continuous
attention for identification and control of risks [8].Public
Sector banks account for major share of GNPAs in the period
from 196-2011 [9]

The banking system in India comprises 11 public sector
banks apart from private sector banks, foreign banks, Urban
cooperative banks and regional rural banks. The early studies
on the financial performance of banks are based on bank-
specific factors like bank size, cost of funds and NPAs. The
aim of this study is to explore the long-run and short-run
association between capital adequacy ratio and bank-specific
factors secondly operating profit and bank-specific factors. The
study is over a period from Jun 2009 to Mar 2022 of 11 public
sector banks in India.

II. LITERATURE REVIEW

Crouchy [10] defined operational risk as “ the risk
that external events, or deficiencies in internal controls or
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information systems, leads to a loss which is expected or
unexpected ” similar to the present definition of operational
risk.

The BCBS (2004a) defines operational risk as “ the risk
arising from inadequate or failed internal processes, people
and systems or from external events ”. This definition, which
is based on the underlying causes (sources) of operational risk
(or rather operational losses), includes legal risk but excludes
business and reputational risk [11].The Basel Committee cate-
gorised operational risk losses and came up with the following
categories:-

• Internal fraud
• External fraud
• Employment practices and workplace safety
• Clients, products and business practices
• Damage to physical assets
• Business disruption and systems failures
• Execution, delivery and process management.

Credit refers to a loan granted to a borrower or a financial
instrument involving pre-determined fixed payments and
which is made over a predetermined period of time. Credit
risk is defined as the potential loss of valuable assets caused
by probable deterioration in the creditworthiness of counter-
party or its inability to meet contractual obligations [12].

Credit risk has been defined by BCBS as a major risk in
the banking sector as the core business of banks is giving
loans and taking deposit [13].

According to Bernanke et al, credit risk happens because
of the information asymmetry between banks and borrowers.
During rapid economic growth asset prices rise resulting
an increase in the net worth of borrowers which further
leads to rise in the asset prices and which gives way to
non-performing loans in the down trend of economic growth
[14].

Sharifi et al (2019) explored the relationship between
credit risk and NPA. They used multiple linear regression
to estimate the models. The authors used NPA growth as
a dependent variable. They regressed the NPA growth on
credit risk perception, identification, assessment, control, and
capital requirements. The results reflected that credit risk is
positively related to NPA and Credit risk identification is
negatively related to NPA [15].

The low cost efficiency is a result of inefficient bank
management, and its inability in controlling operational
expenses. A negative correlation exists between cost
efficiency (cost to income ratio) and NPAs [16]. There is a
negative causation between bank size and NPAs in the case
of Spanish banks, Indian public sector banks and Taiwanese
banks respectively [17], [18]. The bad or under performance
in the past, may aggravate the NPAs, the good performance

in the past may also leads to higher NPAs [19].

RBI introduced ’net NPAs’ in 1996-97, and is derived from
gross NPA by deducting (i) balance in an interest suspense
account, ie, interest due but not received, (ii) DICGC/ECGC
claim received and kept in a suspense account pending
adjustment (for final settlement), (iii) past payment received
and kept in a suspense account, and (iv) total provisions held
[20].

Singh (2010) investigated the factors affecting the RoA
of banks profitability of bank in different countries . The
authors used panel regression and the variables used for the
study were NPA, net interest income, total assets, operating
expenses, return on assets and the control variables were
GDP and Inflation. The research concluded that economic
growth is positively related to bank profitability and inflation
has a negative relation with profitability. [21].

Dahr and Bakshi (2015) examined the factors that influence
the variability of loan losses (NPA) of public sector banks
in India for a period from 2001 to 2005. Panel regression
was used to explore bank-specific factors on NPAs of 27
public sector banks (PSBs). The Findings concluded that net
interest margin and capital adequacy ratio exhibit negative
and significant impact on the gross non-performing advances
(GNPA) ratio of the banks [22].

Lis, et al,(2000) using a simultaneous equation model
examined the bank loan losses in Spain. The indicators for
the study were GDP growth rate, debt-equity ratios of firms,
loan growth, regulator policies, growth rate of bank branches,
size of the bank (assets over total size), collateral loans, NIM,
and capital asset ratio (CAR). The study found that GDP
growth (contemporaneous and one period lag), bank size,
and CAR, impact negatively on non-performing loans and
loan growth. NIM, debt to equity ratio, regulator policies and
lagged variables are significant and have positive effect on
non-performing loans. [23].

Almaqtari et al (2019) studied bank-specific and
macroeconomic determinants of 69 Indian banks profitability
from 2008 to 2017. The dependent variables were RoA
and RoE. Independent bank-specific variables used for the
study are asset size, capital adequacy, asset quality, liquidity,
deposit, asset management, operating efficiency, and financial
risk. The study suggested that bank-specific factors such as
bank size, number of branches, assets management ratio, and
operational efficiency are significant and positively related to
RoA and leverage has a negative impact on RoA [24].

Bhadrppa and Aithal (2021) investigated the technical
efficiency of the banking sector in India using panel data
over a period from 2005–2020 used a log-linear regression
model to conduct their study. The technical efficiency
assumes that RoI and return-on-advances as the dependent
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variable. Fixed assets, total assets, total employees, total
deposits, return on equity and capital adequacy rate were
taken as regressors. The study indicated that return-on-
investment of banks is positively related to fixed assets,
total assets, total employees, total deposits, total foreign
currency assets, return on equity and cost of funds. The
Return-on-advances of banks are also positively associated
with total employees, total deposits, the ratio of non-interest
income to total assets, cost of funds and capital adequacy
rate. The study found that Technical efficiency is positively
related to fixed assets, total foreign currency assets, ratio of
demand-saving deposits, ratio of non-interest income to total
assets, capital adequacy rate and investment deposit ratio [25].

Gupta and Mahakud (2020) explored the role of bank-
specific, industry-specific and macroeconomic variables in
the banking sector in India. Panel data from 19 years for
64 commercial banks in India were analysed through the
Fixed effects estimation model and Generalized Method
of Moments. Return on Assets (RoA), Return on Equity
(RoE) Net Interest Margin (NIM) and Pre-provision profit
ratio were the dependent variable. The bank-specific factors,
bank size, capital ratio, risk, cost-to-income ratio, funding
cost, revenue diversification, labour productivity and bank
age as explanatory variables. Credit risk (NPLR) is negative
and highly significant. Higher capital adequacy increases
the performance of the banks and is less sensitive to the
cost-to-income ratio [26].

The Capital adequacy ratio (CAR) is a measure used by
the regulators to assess the stability of the banking system
and ensure that banks can determine the level of capital
adequacy from the possibility of losses arising due to bank
operations . A higher capital adequacy ratio is indicative of
banks strength from unexpected shocks and also protects
investors deposit. This ratio ensures that banks are able to
meet other obligations and risks such as operational risk,
credit risk and market risk [27].

Thoa & Anh (2017) studied commercial banks in Vietnam.
The explanatory variables were bank size, leverage, loan
loss reserve, net interest margin, loan to assets ratio, and
liquidity with capital adequacy ratio as dependent variable.
The research concluded that bank size and leverage are not
significant and loan loss reserve, loan to asset ratio, net
interest margin and liquidity are significant [28].

III. DATA AND METHODOLOGY

A. Data Sources

The public sector banks in India comprise of 11 banks and
Govt of India is the majority stake. State bank of India is the
largest public sector bank. The times series data is obtained
from the quarterly reports submitted by the respective bank to
BSE (Bombay stock exchange) for the period ranging from
the first quarter (Q1, Jun 09) to the last quarter (Q4, Mar

22). The database provides quarterly information for eleven
public sector banks and private sector banks. The criteria
for the selection were based on the availability of data for
the duration covered under the study. The reason behind
the selection of this study period was the post-liberalization
period, banking reforms were carried out after 1996-97, an
implementation of Basel norms and finally Reserve bank of
India changed the minimum regulatory capital adequacy ratio
requirement to 9%. Smaller Public sector banks were merged
with bigger public sector banks for better capitalization and
NPA management. NPA and interest income are negatively
related [29].

B. Variables

In the current study, operating profit and capital adequacy
ratio, are taken as dependent variables. Operating profit is
defined as total earnings from its core business functions for
a given period excluding interest and taxes. It excludes any
profits earned from non-core activities or investments. An
operating loss occurs when the core business is lower than
operating expenses. Operating profit reflects a bank’s financial
health because it excludes all the exogenous factors. The cal-
culation of operating profit is derived from the bank’s income
statement and is calculated using the following formula and
forms the basis for this analysis [30] [31].

OP = TE + TR (1)

Where,
OP is operating profit, TE is total expenses and is the sum
of employee cost, other administrative expenses and other
operating expenses, TR is the total revenue during the quarter.

1) Dependent Variable:
• CAR : The Capital Adequacy ratio is described as an

indicator of a bank’s risk. The capital adequacy ratio
evaluates the amount of a bank’s efficiency and stability
[32]. The regulatory authorities use the CA ratio as an
indicator of safety and stability for banks and depository
institutions and used by bank managers and investors
to assess a bank’s level of safety and stability. CAR is
calculated as a ratio between equity capital and total risk-
weighted assets [33].

CAR =
EC

TRWA
(2)

Where, EC is Equity capital and TRWA is Total risk
weighted assets.
CAR represents three important types of risks namely,
credit risk, market risk and operational risk [34]. The core
capital of the bank is supposed to absorb the potential
losses due to the risk in banking activities.

• Operating Profit: This is calculated by excluding the
interest expenses incurred for financing and the taxes
paid to the government and is one of the most critical
factors that signal managements success, shareholders
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satisfaction, attraction for investors and the company’s
sustainability [35]

2) Independent Variables:
• Interest Income.: It is the earnings of the bank from it’s

core lending activity [36](Annual report of SBI 2021)
• Interest Expense: It is the interest paid to the depositors

and borrowers [37].
• Net NPA: It is the net NPA and is calculated by deducting

provisions from the Gross NPA.
• Operating expenses: The expenses incurred by the bank

in operational activities.
• Provisions and Contingencies: These represent a part of

profit kept for contingent situations and expenditures and
thus have a direct bearing on the profitability [38].

3) Objective of the study: The objective of the study is to
determine whether a stationary, long-run and short run rela-
tionship exists between, Firstly, capital adequacy ratio and its
determinants, Secondly, operating profit and its determinants.

C. The Hypothesis of the Study

• H01 : Net NPA have no long term association with capital
adequacy ratio.

• H02 : RoA have no long term association with capital
adequacy ratio.

• H03 : Interest earnings have have no long term association
with capital adequacy ratio.

• H04 : Interest expended have no long term association
with capital adequacy ratio.

• H05 : Provisions and contingencies have not long asso-
ciation with CAR..

• H06 : Net NPA have no long run association with
Operating profit.

• H07 : Interest earnings have no long run association with
Operating profit.

• H08 : Interest expended have no long run association with
Operating profit.

• H09 : Provisions and Contingencies have no long run
association with Operating profit.

D. Econometric Methodology

The study explores the impact of bank-specific factors on
the capital adequacy ratio and operating profit of the banks.
The macroeconomic factors are beyond the control of banks
and bank-specific factors are controllable. The sample consists
of all public sector banks in India. Panel data is used for esti-
mating the linear relationship between the capital adequacy ra-
tio, and operating profit with the independent variables. Panel
data blends inter-individual differences and intra-individual
dynamics and have several advantages over cross-sectional and
time series data. It provides more degrees of freedom and less
multicollinearity than cross-sectional data thereby improving
the efficiency of economic estimates, secondly greater capacity
for capturing different possible explanations by constructing
and testing more complicated hypotheses. The information
on inter-temporal dynamics and individuality of sample data
points is allowed, the effect of missing variables can also be

controlled [39] . The analysis is carried out using EViews
software developed by IHS Markit.

1) Model Specification: Model Specification: A balanced
panel data of 11 NSE Stock Exchange-listed public sector
banks over the period of 12 years is used in the present
study. The panel is analysed by employing Autoregressive
Distributed Lag (ARDL/PMG) estimator and conducted unit
root test by (Levin, Lin and chu (2002)), (Im,Pesaran and
shin(2003)) for testing the stationarity of panel data. To
examine the Co integrating properties Among the variables
we utilise the ARDL Co integrating procedure proposed by
Pesaran et al (2001). The advantage is that the ARDL model
can be applied irrespective of the stationarity of the series.
The model also overcomes the issue of endogeneity and is
free of residual correlation. The following function describes
the relationship between the dependent variable and regressors.

CARit = f(Intearit, Intexpit, Opexpit, NNPAit,

Opproit, P roConit, RoAit)
(3)

Opproit = f(Intearit, Intexpit, Opexpit,

NNPAit, P roconit)
(4)

Where, Intear = Interest earned, Intexp = Intrest expended,
Opexp= Operating expenses, NNPA = Net NPA ,Oppro =
Operating profit, Procon= Provisions and contingencies, RoA
= Return on assets

E. Results and Discussion

1) Descriptive Statistics: The descriptive statistics of the
variables under study are given in Table 3. The variables
indicate large dispersion. The capital adequacy ratio has an
average of 11.80 with a maximum value of 16 and a minimum
value of 4. The standard deviation is 1.72. The average value
of interest earned is 11.16 with a maximum value of 13.46
and a minimum value of 9.32, with a standard deviation of
0.82. The mean value of the interest expenditure is 10.78, the
maximum value is 13.57, the minimum value is 8.54 and the
standard deviation is 0.83. The mean value of law net NPA is
11.13, the maximum value of 14.51, the minimum value of 6.8
and the standard deviation are 1.34. In the case of operating
profit, the minimum value is 6.24, the maximum value is 12.2,
has a standard deviation of 1.1 and has got an average value
of 9.46. Operating expenses have a mean value of 9.66, a
maximum value of 12.36, a minimum value of 6.91, and has
got a standard deviation of 0.93. Provisions and contingencies
have a mean of 9.29, a minimum value of 5.12, a maximum
value of 12.55 and a standard deviation of 1.21. Return on
assets has an average of 0.21, a maximum value of 10.32
and a minimum value of less than zero. The average value
of all dependent and independent variables is positive. The
descriptive statistics is shown in table I and II.

2) Relation between bank specific factors: From the
graphs(Fig 1) it can be seen that the Capital Adequacy ratio
in respect of all banks started falling post-2010 and reached
its low in 2020, possibly due to Covid-19. The ratio gradually
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TABLE I
DESCRIPTIVE STATISTICS: PART I

car Intear Intexp Lnnpa
Min 4 9.322 8.546 6.799
Max 16 13.469 13.569 14.503
Mean 11.809 11.167 10.776 11.102
Median 12 11.00 10.665 11.186
Stdev 1.72 0.829 0.830 1.343
aAuthors Calculation

TABLE II
DESCRIPTIVE STATISTICS: PART I (CONTD)

lnoppr opexp lnpc RoA
Min 6.241 6.902 5,12 -9.62
Max 12.192 12.362 12.545 10.326
Mean 0 9.459 9.659 9.286 0.218
Median 9.450 9.457 9.245 0.390
Stdev 1.105 0.933 1.218 1.235
aAuthors Calculation

increased and reached above 10% mark as mandated by RBI.
Fig 2 is the graph of interest earnings of all banks which has
been constantly rising. A rise in interest-earning is indicative
of good loan growth and Investment activities of the bank. Fig
3 shows interest expended by the bank or cost of deposits and
cost of funds. Fig 4 reflects the operating profit of the bank
over the years. Fig 5 gives out the net NPA of the banks which
peaked in 2018 and declined post-2018. The rise in the Net
NPA may be due to the merger of banks in 2018. A lower
net NPA reflects the good financial health of the banks. The
Provisions and Contingencies, Fig 6, also moved in tandem
with the decrease in net NPA. The return on assets of most
of the public sector banks was below zero between 2018 and
2019 for some quarters. The lag of RoA can also be observed
in some banks till 2020, Fig 7. The Capital Adequacy ratio
shares a positive relationship with RoA as shown in fig 8.
When the return on assets was above zero capital adequacy
was high meeting the norms set by RBI. Capital Adequacy
shares a negative relation with net NPA as indicated in fig
9. Fig 10, fig 11, and fig 12 give out the relation of capital
adequacy ratio with interest earnings, operating profit and
provision and contingencies. The CAR remained constant for
most of the banks irrespective of rise and fall in interest
earnings, operating profit, and provision and contingencies.

3) Unit Root test: The presence of a unit root can affect
the properties of regression estimates and test statistics. The
unit root causes the regression estimators and t statistics to
converge at a faster rate as the number of individuals and time
period grows. When individual-specific fixed effects are found
the panel regression results converge to a normal distribution.
In the presence of a unit root the t statistic convergence to a
non-central normal distribution [40] [41]. The summary of the
panel unit root test employing Levin Lin and chu, Im , Pesaran
and Shin (IPS), ADF-Fisher and PP-Fisher test is sown in the
table below.

Fig. 1. CAR of banks

Fig. 2. Interest Earnings of banks

Fig. 3. Interest Expended by banks

4) Wald Test: To test the joint significance of regressors,
Wald test was employed and the null hypothesis of no signifi-
cance was rejected. All the regressors were jointly significant
in the model. The results of the Wald test is shown in the
Fig 13 below. Fig 14 give the analysis of Wald test where
dependent variable is operating profit. The null Hypothesis is
that none of the variables are significant. [42].
H0 = The coefficient of all variables is equal to zero.
The Wald tests indicate that coefficients of all variables are
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Fig. 4. Operating profit

Fig. 5. Net NPA

Fig. 6. Provisions and Contingencies

not equal to zero and null hypothesis is rejected.
5) Co-integration test: The co-integration test Examines

time series data and establishes the statistical and economic
basis for the error correction model to bring out the short
and long-run association among the variables. It is basically
an economic concept replicating a long-run relationship in
that time series data that converges over time. co-integration
involves a linear combination of variables which may be
stationary or non-stationary but integrated to order I(d) [43].

Fig. 7. RoA Plot

Fig. 8. CAR-RoA Plot

Fig. 9. CAR-Net NPA Plot

The dependent variable is the capital adequacy ratio and the
independent variables are interest earning, interest expended,
operating profit, provisions and contingencies, return on assets
and net NPA. The null hypothesis for the coin integration
test states that there is no co-integration. The results of
Pedroni and Fisher co-integration tests indicate the presence
of co-integration and the Fisher test confirms the presence
of a minimum of 3 co-integrating vectors.The result of co-
integration test is given in the table below.Fig 15 and Fig 16
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Fig. 10. CAR-Op Profit Plot

Fig. 11. CAR-Interest Earnings Plot

Fig. 12. CAR-Provisions and Contingencies Plot

displays the result of analysis where CAR is the dependent
variable. Fig 17 & 18 give the results of Co-integration test
where operating profit is the dependent variable.
Null Hypothes is
H0 : There is no co-integration

6) Auto Regressive Distributed Lag: The Autoregressive
distributed lag technique or bound test of co-integration is
Employed to determine the long-run relationship among the

TABLE III
UNIT ROOT TEST

LL& C IP& S ADF- Fisher PP-Fisher
CAR 0.00 0.00 0.00 0.00
Intear 0.00 0.0058 0.0056 0.005
Intexp 0.00 0.0027 0.0005 0.00
Net NPA 0.00 0.0005 0.0007 0.0006
Opexp 0.00 0.00 0.00 0.00
Oppro 0.00 0.00 0.00 0.00
Procon 0.00 0.002 0.00 0.00
RoA 0.00 0.00 0.00 0.00
aAuthors Calculation

Fig. 13. Wald Test. (EViews)

Fig. 14. Wald Test. (EViews)

time series as well as re-parametrizing them to the error
correction model. The results give out short-run and long-run
relationships of the underlying variables. The ARDL can be
applied irrespective of the variables being I(o) or I(1) or a
combination of both. This implies that this procedure does
not necessitate the pre-testing of the variable for stationarity
when there is a long-run relationship exist among the variables.
When the Wald test establishes a single long-run relationship,
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Fig. 15. Pedroni Panel Co-integration Test(EViews)

Fig. 16. Johansen Fisher Panel Co-integration Test (EViews)

Fig. 17. Pedroni Panel Co-integration Test(EViews)

the ARDL becomes more efficient. ARDL takes care of
endogeneity and takes care of autocorrelation. The results of
the ARDL model are given in the table below.

The results indicate interest earnings, interest expended,
operating profit and return on assets are significant at a
5% level. Whereas net non-profitable assets and provisions

Fig. 18. Johansen Fisher Panel Co-integration Test (EViews)

and contingencies are not significant. This implies that
interest earning, interest expended, operating profit and return
on assets have long-run will stop association with capital
adequacy ratio. The coefficients of operating profit, return
on assets, and interest expended is positive whereas the
coefficient of interest earnings is negative. A 1% increase in
return on assets will increase the capital adequacy ratio by
1.06 units in the long run, A 1% increase in the operating
profit will increase the capital adequacy ratio by 1.57 units
in the long run, and a 1% increase in interest expended
will increase the capital adequacy ratio by 0.9 units. A
1% increase in interest earnings will decrease the capital
adequacy ratio by -2.01 units.fig 19 & 20 displays the result
of ARDL (EViews)

In the case of short-run association lag 2 of interest
earnings is significant with a positive coefficient, in the case
of net NPA lag 2 and lag 3 are significant at a 5% level
with lag 2 having a positive coefficient and lag 3 having a
negative coefficient. all lags of return on assets are significant
at a 5% level with negative coefficients and lag 1 and 2 of
provisions and contingencies are significant at a 5% level
and lag 3 is significant at a 10% significance level. For SBI
lag 1,2 and 3 of the capital adequacy ratio is significant, lag
1 of net NPA is significant at a 10% level, all lags of profit
provisions and contingencies are significant at a 5% level
and lag 2 of return on asset is significant. In the case of the
Bank of Baroda lag 2 and 3 of the capital adequacy ratio
are significant, all lags of provisions and contingencies are
significant and lags 1, and 3 are significant, and lags 1, and
3 of return on assets our significant. For Canara bank lag 1,2
and 3 of the capital adequacy ratio is significant, all lags of
profit provisions and contingencies are significant at a 5%
level and lag 2 of return on asset is significant, operating
expenditure is significant and an operating profit is also
significant. In the case of Bank of India, all lags of capital
adequacy ratio, provisions and contingencies, and operating
profit are significant, lag 2 and 3 of net NPA is significant
and lag 2 and 3 of return assets are significant at 5% level. in
the case of Union Bank of India lag one of capital adequacy
ratio, lag 2 and 3 of net NPA and all lags return on assets
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Fig. 19. Auto Regressive Distributed Lag (EViews)

and provisions and contingencies are significant. The capital
adequacy ratio of Indian bank have short-run association with
lag 1 and 2 of capital adequacy ratio, lag 1 of the net and NPA
All lags of provisions and contingencies, lag 3 of operating
profit and lag 2 of return on assets are significant at a 5% level.

In the analysis where operating profit is the dependent
variable,the results indicate that interest expended and op-
erating expenses are significant at 5% level, and net NPA
and provisions and contingencies are significant at 10% level.
Interest earnings are not significant. This infers that operating
profit has a long-run association with net and NPA, provisions
and contingencies, interest expended and operating expenses.
The Fisher test indicates the presence of 2 co-integrating
equations. In the short-run equilibrium, lag 1 and 3 of interest
earnings are significant at 5% level. Lag 1 of interest expended
is significant at 5% level. All lags of operating expenses are

Fig. 20. Auto Regressive Distributed Lag (EViews)

significant.

IV. CONCLUSION

The study is an effort to explore the long and short-
term association in public sector banks in India. The models
used for the study have different dependent variables. The
dependent variables were the capital adequacy ratio and oper-
ating profit. The bank-specific factors were Interest earnings,
Interest expended, provisions and contingencies, return on
assets and operating expenses. The unit root tests confirmed
the stationarity of the series. The study employed the Wald test
to test the significance of independent variables and found that
all the independent variables are significant. Pedroni panel co-
integration test and Johansen Fisher panel co-integration test
were carried out to test the presence of co-integration. The test
concluded the presence of co-integrating vectors. Panel Auto
Regressive Distributed lag was applied to the panel data for
testing the long and short-run association among the variables.
The ARDL test confirmed the long-run association of Interest
earnings, Interest expended, operating profit and return on
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assets have a long-run association with the capital adequacy
ratio. In the case of operating profit, the results indicate that
interest expended and operating expenses are significant at a
5% level, and net NPA and provisions and contingencies are
significant at a 10% level and have a long-run association with
operating profits.

The drawback of the study is that it has not included private
sector banks. The future scope of the study can include private
sector banks and regional rural banks.
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Abstract— This article introduces a compact quad-band notched 
frequency design suitable for the ultra-wideband (UWB). The 
proposed filter is made up of a single-layered Roger 6010 substrate 
with 0.635 mm height and dielectric constant of 10.8. quad notches 
introduce in the pass band at frequencies 3.6 GHz, 5.4 GHz, 7.5 
GHz, and 8.7 GHz. These notches effectively eliminate 
interferences caused by WLAN WiMAX, C band super- X band 
for satellite TV networks (7.2 GHz  8.4 GHz) in the UWB 
passband. The proposed compact planar UWB BPF is simulated, 
fabricated, and measured. The experimental results are consistent 
with the simulated outcomes, indicating good agreement between 
theory and simulated response. 

Keywords— UWB filter BPF, Quad Notches, s, defected ground 
structure (DGS), CSRR 

I. INTRODUCTION

The Federal Communication Commission (FCC) introduced a 
spectrum of 3.1 GHz to 10.6 GHz in 2002 for unlicensed commercial 
use, providing substantial scope for researchers in UWB technology 
[1] The utilization of UWB technology is diverse, with applications
ranging from imaging systems to radar and communication systems.
A crucial aspect of UWB communication systems is the ultra-wide
bandpass filter. Due to the rise in spectrum demand and concerns
regarding traffic issues, researchers have introduced a notched band
that focuses on frequencies of other operational radios to mitigate
spurious signals. The objective of this approach is to tackle the
problem of signal interference frequency spectrum.

Several techniques have been introduced to enhance the 
performance parameters of UWB bandpass filters, such as insertion 
loss(s21), roll-off, selectivity of filter return loss (s11), and group 
delay. Some of these methods involve using a multi-mode-resonator 
(MMR) [2], employing the broadside-coupled approach [3], open-
circuited stub [4], hybrid designs, where elements of both low-pass and 
highpass filter are integrated into a single topology [5], microstrip line 
integrated with coplanar waveguide [6], asymmetric coupled line [7], 
CMOS based UWB Filter [8], Multilayer filter [9],  

in this article, a quad-notch filter is introduced within the passband 
to address issues related to signal interference and augment the 
Effectiveness of the proposed filter. The notch filter within the 
passband is developed by employing an open stub microstrip line on 
the top plane and complementary split ring resonators on the ground 
plane, which helps to improve the filter's effectiveness by reducing 
unwanted signal interference. the quad-notch structure is designed 
using MoM-based IE3D 

II. DESIGN THEORY AND SIMULATION OF
QUAD NOTCHED UWB FILTER

Quad notched band UWB filter designed on the Roger 6010 
substrate of dielectric constant 10.8, and o.635 mm height are depicted 
in Fig.1 The UWB BPF proposed in this study was designed and 
simulated using commercial IE3D electromagnetic simulation 
software. Fig 2 illustrates the S-parameters response of the proposed 
structure without a complementary modified split ring resonator 
(CMSRR), and Figure 3 shows the structure response incorporated with 
(CMSRR). The filter performance is affected by the change in the value 
of L2. As the value of L2 changes from 3.95 mm to 2 mm, the insertion 
loss (S21) and upper stopband performance degrade, as shown in Fig.4. 
Based on the information presented in Fig.4, an optimal notch 
arrangement within the passband can be achieved when L2 equals 3.95 
mm. 

 (a) 

   (b) 
Fig.1: Schematic of proposed structure:(a) Top plane (b) ground plane, 
L1=8.1, L2=3.95, L3=3.2, L4=5.25, L5=3.8 ,  L6=17.6, L7=8.1 , 
L8=5.7, L9=1.5, L10=1.95, W1=4.4,  W2=2.35, W3=1.25, W4=0.5, 
W5=0.2, W6=0.8, W7=6.65, W8=4.6 , S1=0.10, S2=0.25, S3=0.15, 
S4=0.25. all units in mm  
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The simulated and measured results for the quad-notched UWB BPF 
without CMSRR and with CMSRR are shown in Figure 5. The insertion 
loss S21 in Fig.2 is better and closer to the 1 dB line than the one in Fig3. 
The return loss S11 after introducing (CMSRR) in Fig 3 is almost less 
than 15 dB. The measurement results with CMSRR shape are excellent, 
with S11 remaining almost constant at 15 dB compared to the one 
without the (CMSRR). The center frequency of the proposed quad-
notched filter is 6.7 GHz, and the fractional bandwidth is 116.4%. Two 
transmission zeros are found at 2.1 and 11.7 GHz. 
The suggested filter has numerous benefits, including its small size and 
superior performance compared to previously documented UWB 
filters. The results of both simulated and measured tests for the filter 
show great consistency, confirming the effectiveness of the design. Any 
slight differences observed between the simulated data with measured 
outcomes may be attributed to inaccuracies in the measurement system 
or fabrication mistakes. The proposed filter offers a new approach to 
filter design, especially for the UWB bandpass. 

Fig.2: Simulated response of the filter without CMSRR 

 
Fig.3: Simulated response of the proposed filter 

Fig.4: Parametric study of Second notch S21 

III. Measurement and experimental verification of the
proposed design. 

The quad-notched UWB filter was constructed on a substrate of Roger 
6010, which had a dielectric constant of 10.8, a loss tangent of 0.0023 
with a height of 0.635 mm. The fabricated circuit was tested using 
Agilent’s Vector Network Analyzer. After comparing the simulated 
data with the measured results, it was determined that they were in good 
agreement. Therefore, there was a high degree of similarity between the 
two data sets. The results displayed a minor deviation, which was linked 
to a misalignment of the circuit's top and ground layers. Despite this, 
the quad-notched UWB filter showcased outstanding performance in 
both the passband and extended stopband band regions, without 
impacting other frequencies in the passband. Furthermore, it 
demonstrated a linear phase response throughout the entire passband, 
with the exception of the band-notched frequencies. The measured S21 
was less than 1 dB, and the S11 was greater than 15 dB. The first notch 
displayed a rejection of 15.1 dB at 3.8 GHz, whereas the second notch 
showed a rejection of 20.84 dB at 5.4 GHz. Similarly, the third notch 
exhibited a rejection of 17.9 dB at 7.5 GHz, and the fourth notch 
displayed a rejection of 21 dB at 8.7 GHz. 

.IV. CONCLUSION 
In this manuscript, a novel compact UWB-BPF with four notches is 
introduced. The filter incorporates notched bands as a new feature, 
with the basic design utilizing hybrid technology that combines 
microstrip and coplanar waveguide (CPW). The basic BPF design is 
based on the hybrid multimode mode resonator and broadside coupled 
technology, which facilitates the creation of the necessary UWB 
passband with sharp transition zeros (TZs) at both passband edges, 
along with significant insertion and S11 (return loss). The integration 
of composite split ring resonators (CSMRRs) into the ground enables 
the realization of an improved stopband and the creation of four 
notches in a filter. To confirm the accuracy of the simulation results, a 
vector network analyzer (VNA) was used to measure the response of 
the filter prototype. which validated the results. Owing to its small size 
and favorable frequency characteristics, the newly proposed UWB-
BPF is a promising component for integration into a variety of UWB 
communication systems 
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Abstract— The paper uses the ARCH and GARCH models 

to estimate volatility in returns and further evaluates the 

difference in such conditional variances (volatility) in ex-ante 

and ex-post period of national lockdown imposed due to 

COVID-19 in India. The results from banking stocks being 

constituents of NIFTYBANK index reveal positive 28 basis 

point returns to investors after the national lockdown came into 

force as compared to the negative returns in pre-period sample. 

Also, both sub-sample periods confirm the presence of volatility 

clustering. Interestingly, the magnitude of GARCH coefficients 

rose in eight out of 12 stocks in the post-lockdown period. 

Furthermore, it was noted that volatility appears to be quite 

persistent as the sum of ARCH/GARCH coefficient sum up to 

one. These finding suggest that increased volatility, on an 

average, generated positive returns to investors on their 

investments and such effect would continue in the ex-post 

period. 

Keywords— Banking Stock Returns, Volatility, COVID-19, 

GARCH Model, Risk Return 

I. INTRODUCTION

The year 2020 witnessed a gamut of emotions as the 

human-race bore witness to an unprecedented once in a 

lifetime pandemic that whiplashed the stronghold of global 

economies humbling them. This unprecedented impact of the 

pandemic christened as Covid-19 sent shockers round the 

globe disrupting economies and the daily livelihood of 

millions of people. Taking cognizance of initial pandemic-

imposed disruptions, the Managing Director of International 

Monetary Fund (IMF) at the G20 Ministerial Call on 

Coronavirus Emergency highlighted to the scenario on how 

the COVID-19 pandemic brought the entire globe close to 

financial crises which was deemed to be even more hazardous 

than the Global Crises 2007-08 (IMF Communications 

Department, 2020) [1]. The disruptions to global economies 

led visible effects on stock markets, India too witnessing gut 

churning fluctuations and sharp rise in volatility. Volatility, a 

tendency of stock prices to fluctuate, is absorption of new 

information or even some expectations on economic 

fundamentals by financial markets. Heighted volatility has 

1 Semi-strong form of efficient market hypothesis postulates 

that asset prices absorb and reflect all publicly available 

information. 

potential to effect investor wealth adversely. Investor returns 

thus are a function of volatility at least under the semi-strong 

form of efficient market hypothesis under which stock 

markets operate1. Trade-off between return and volatility is 

an important aspect of asset valuation. Besides, investment 

banks and portfolio managers actively track stock volatility 

to perform hedging and portfolio diversification functions. 

Amid rising concerns of spread of COVID-19 virus, the 

sovereign government of India imposed national lock-down 

beginning March 24, 2020. BSE Sensex, a broad-based 

equity index, witnessed biggest downslide of 3934.72 points 

on March 23, 2020 in anticipation of looming lockdown. 

With economic activity at standstill and blurred picture on 

resumption, another broad equity market index, NIFTY 50 

tanked 23.25 percentage points in all of March, highest since 

index inception in year 1994. Investors’ wealth loss rose to a 

whopping 33.38 lakh crore rupees and outward foreign 

portfolios of 61,972.75 crore rupees further dampened 

investment sentiments. NIFTYBANK, an index of most 

liquid and capitalized banks in India, slummed by over 30 

percent, with IndusInd bank collapsing 68 percent highest in 

all of NIFTY 50 Index stocks (Vasudev, 2020) [2]. Besides, 

sector heavy weights namely State Bank of India, HDFC 

Bank, ICICI Bank, IndusInd Bank, and Axis Bank fell at an 

all-time low amid lockdown woes coupled with nightmares 

of rising non-performing assets. Institutions like IMF 

projected this as the worst recession since the global financial 

crisis way back in 2008.  

To recover from crisis and restore confidence in stock 

markets, given the crucial role played by banks, sovereign 

governments were expected to work with its monetary 

institutions to align the fiscal and monetary policy. Banking 

sector across countries took the initiative devising policies 

aimed at infusing trillions of dollars into economies to keep 

them from crumbling. Banks in India, likewise most other 

countries, offered moratorium on loan repayments to prevent 

its borrowers from possible immediate bankruptcy. From 

interest rate cuts to stimulus packages, the banking sector has 
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played a formidable role in providing relief to many affected 

while aligning the crumbling economy back onto the path to 

economic growth. With the pandemic offering a once in a 

lifetime opportunity to study its effects on stock markets, this 

paper tries study the pandemic-imposed lockdown and its 

effects on stock market returns and volatility with focus on 

the banking industry.   

This paper is divided into five sections. Section 2 outlines 

the literature review. Section 3 presents the data and 

methodology. Section 4 discusses the estimated results and 

finally, Section 5 provides the conclusion.  

II. LITERATURE REVIEW

The global pandemic is incomparable to any economic 

crisis purely because of the risk it entails. Be it the strong 

holds of developed economies or the developing or the 

underdeveloped economies all have been affected in 

economic or non-economic terms. The closure/lockdown by 

countries to curb the spread of the COVID 19 virus led to an 

economic price which became an imperative question 

between life and livelihood (Chaudhary, 2020) [3]. The 

global financial risk multiplied substantially with reference to 

the challenges posed by the pandemic (Zhang et al., 2020) 

[4]. Baret et al. (2020) [5] in their report on banks and 

financial markets observed a sharp downfall in the volumes 

of oil, equity and bonds throughout the world as a 

consequence of the COVID-19 pandemic. Igwe (2020) [6] 

was of the opinion that the tremors of the pandemic could 

intensify volatility which could destructively affect the 

economic and financial system of any or all countries. These 

observations were in line of the findings were most of the 

developed and developing countries’ financial markets were 

already been adversely affected by the shocks generated by 

the pandemic. Shehzad et al. (2020) [7] find evidence of 

COVID-19 substantially harming market returns in US and 

Japan. Further they observed that pandemic exposed 

countless sway on financial volatility of European and US 

markets as compared to the global financial crisis. However, 

the authors found Asian markets as prospects for portfolio 

optimisation.  

The study of the financial asset and its imbued volatility 

is among core topics in modern financial research. Among 

others, Green and Figlewski (1999) [8] noted that volatility is 

the principal risk indicator and an unfailing prediction of 

volatility helped reduce up to a fraction of trading losses in 

the stock market as volatility input increased by one-quarter. 

The volatility feedback hypothesis states that unpredictable 

stock volatility leads to higher future risk. Higher volatility 

indicated by a significant variation in stock price in the short 

run induces increased market risks. On the contrary, a lower 

volatility indicates that the stock prices do not show high 

variation in the short run and price changes remain stable rate 

over a certain period of time (Glosten et al., 1993) [9]. A 

higher volatility corresponds to a likelihood of a having a 

bearish market while a lower volatility relates to a greater 

chance of a observing a bullish market (Ang and Liu, 2007) 

[10]. At the firm level stock return volatility at times does 

affect business investment expenditure (Gertler and Hubbard, 

1988) [11]. 

Schwert (1989) [12] analysed the relation of stock 

volatility with real and nominal macroeconomic volatility, 

financial leverage, economic activity, and stock trading 

activity using monthly data from year 1857 to 1987. Key 

noting of the paper was that stock return variability was 

remarkably high during the 1929–1939 period of Great 

Depression. Moreover, despite aggregate leverage being 

significantly correlated with volatility, it explained only a 

relatively small part of the movements in stock volatility. 

Turning attention to research on volatility in India, Roy 

(2013) [13] researched on the behaviour of stock prices and 

volatility during the pre- and post-recession period of 2008 

global financial meltdown. The evidence from intraday and 

interday data from Nifty50 and Sensex index showed higher 

volatility during the phase of 2008 economic recession. 

Panda and Deo (2014) [14] examined volatility-spillover 

effect among stock market and foreign exchange during 2008 

financial pre-crisis, in between crisis and post-crisis periods. 

Beyond just finding proof of volatility spillover, they found 

higher asymmetry and volatility-spillover effect during the 

post-crisis period as compared to the pre and in between 

period. Kumar (2007) [15] examined stock market volatility 

in three distinct economic phases of successive-decline 

(1996-1999), recession (2000-2002) and growth (2003-

2005). The study observed high volatility during decline and 

recession periods and moderately less volatility during the 

economic growth period. Such asymmetric volatility was due 

to investors’ response to economic aspects. Batra (2004) [16] 

in his paper examined volatility in the Indian stock market 

during the years of 1979-2003. The GARCH model results 

pointed to the fact that the sudden shifts in volatility and the 

possibility of coincidence of these sudden shifts were due to 

significant economic and political events both at the domestic 

and global level. In addition, stock markets cycles were also 

researched for variations in amplitude, duration and volatility 

of the bull and bear phases during the reference period of 

study. The results showed that in the post liberalization 

period in India longer and higher amplitude bull phases meant 

higher volatility in bull phases in comparison to bear phases. 

Gahan et al. (2012) [17] used Moving Average, GARCH, 

EGARCH, and IGARCH models to gauge volatility in 

Sensex and Nifty in pre, during, and post derivative period in 

India. The influence of financial derivatives on the Sensex 

and Nifty index volatilities was found to be significant under 

all the models. Furthermore, it was concluded that the daily 

volatility during the post derivative period was lower in 

comparison to the pre derivative period and the whole period. 

Statistical measures of standard deviation, skewness, and 

kurtosis provide for evaluating volatility. One challenge with 

the primary measure of evaluating volatility (standard 

deviation) is its limitation as it is based on the assumption that 

stock prices are normally distributed. Skewness on the other 

hand considers extremes in the data set rather than 

concentrating on the average return (Chang et al., 2013) [18]. 

Kurtosis alike skewness is synonymously used as another 

measure when the data contains extreme values (Mei et al., 

2017) [19]. During periods of financial crisis or meltdown, 

the volatility in returns cannot be modelled accurately by 

normal measures. Instead, time-varying volatility models 

shall be used (Rastogi, 2014) [20]. The use of the auto 

regressive conditional heteroscedasticity (ARCH) model to 
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assimilate the fluctuating nature of volatility over time was 

first propounded by (Engle, 1982) [21]. Later generalized 

autoregressive conditional heteroscedasticity (GARCH) 

models were consequently developed by Bollerslev (1986) 

[22] to reduce the shortcomings of the ARCH models. Once

major limiting case of ARCH Model is in specifying the

number of lag (past) error terms determining the conditional

variance. Moreover, higher the parameters (lag error terms)

in the conditional variance equation estimating volatility,

greater the likelihood of model generating negative estimated

values. The GARCH models have been shown to yield the

most accurate and reliable results and for this reason the

GARCH system has essentially become the standard method

for modelling volatility in financial time series data (Brooks

and Rew, 2002) [23].

In the midst of the pandemic as the Indian stock market 

witnessed sharp volatility, this paper explores the reaction of 

banking stocks to the pandemic and examines its return 

volatility. With an array of literature emerging there has not 

much research done with reference to the Indian banking 

sector specifically. We predict volatility to increase post 

imposition of national lockdown owing to economic 

uncertainty. The results of the study will provide insights to 

investors, and portfolio managers so as to make informed 

investments decisions. 

III. DATA AND METHODOLOGY

A. Data

The sample for the study consists of stocks included in

Nifty Bank Index as on December, 31, 2020, an index traded 

on National Stock Exchange of India Ltd (NSE). 12 banks 

include Axis Bank Limited (AXISBANK), Bandhan Bank 

Limited (BANDHANBNK), Bank of Baroda 

(BANKBARODA), The Federal Bank Limited 

(FEDERALBNK), HDFC Bank Limited (HDFCBANK), 

ICICI Bank Limited (ICICIBANK), IDFC First Bank 

Limited (IDFCFIRSTB), IndusInd Bank Limited 

(INDUSINDBK), Kotak Mahindra Bank Limited 

(KOTAKBANK), Punjab National Bank (PNB), RBL Bank 

Limited (RBLBANK), and State Bank of India (SBIN). 

Historical daily closing prices for each banking stock are 

amassed from NSE website (www.nseindia.com) for the 

period June 13, 2019 – December 31, 2020. The data consists 

a total of 387 observations for each stock (194th observation 

being March 24, 2020 – the day nation-wide lockdown came 

into force), which is further subdivided into two equal sub-

samples (June 13, 2019 - March 23, 2020 and March 25, 2020 

- December 31, 2020; 193 observations each) of pre and post

national lockdown brought into effect from March 24, 2020

due to the spread of Covid-19 virus.

B. Methodology

Daily return (𝑅𝑖) on stock 𝑖 is computed as the difference

in log stock prices as in equation (1). 𝑃1 and 𝑃0 are stock

closing prices at current and preceding trading day.  

𝑅𝑖 = 𝑙𝑛(𝑃1) − 𝑙𝑛(𝑃0)  (1) 

The study captures stock volatility, an indicator of 

uncertainty of returns, by ARCH and GARCH (Generalised 

Autoregressive Conditional Heteroscedasticity) Model. As 

variance of volatility may be time variant (also referred to as 

conditional variance), ARCH and GARCH model suggested 

by Engle (1982) [21] and Bollerslev (1986) [22] allow us to 

estimate the conditional variance of error (𝜎𝑡
2)  for each

stock. The errors (𝜀𝑡) are derived by fitting a regression of

stock return on NIFTYBANK index return. Augmented 

Dickey-Fuller (ADF) test is used to satisfy stationarity pre-

condition of ARCH/GARCH models. Equation (2) & (3) 

represent ARCH and GARCH Model respectively in 

symbolic form. ARCH model permits conditional variance 

(𝜎𝑡
2) to vary with lagged squared error term (𝜀𝑡−𝑖

2 ) at 𝑝 lags,

while GARCH model lets it depend on both lagged squared 

error term (𝜀𝑡−𝑖
2 )  and previous time period conditional

variance (𝜎𝑡−𝑗
2 ) at 𝑞 lags.

𝜎𝑡
2 = 𝛼0 + ∑ 𝛼𝑖𝜀𝑡−𝑖

2

𝑝

𝑖=1

 (2) 

𝜎𝑡
2 = 𝛼0 + ∑ 𝛼𝑖𝜀𝑡−𝑖

2

𝑝

𝑖=1

+ ∑ 𝛽𝑗𝜎𝑡−𝑗
2

𝑞

𝑗=1

 (3) 

The study estimates the volatility coefficients 𝛼𝑖 and 𝛽𝑗

by setting lags 𝑝 and 𝑞 in equation (2) and (3) at one. These 

estimates are obtained for the entire sample period as well as 

for the two equal sub-sample periods of pre & post national 

lockdown. 

Volatility coefficients from 12 banking stocks obtained 

from ARCH and GARCH model are compared between the 

two sub-sample periods using multiple mean difference tests 

namely two-sample t-test, Anova F-test, Satterthwaite-Welch 

t-test, and Welch F-test. Combination tests provide for

comparing the mean difference while satisfying assumption

of both equal and un-equal variances in volatility coefficient

dataset.

IV. RESULTS

A. Summary Statistics

Descriptive statistics of the 12 banking stocks is provided

in TABLE I. The mean return for the entire sample period is -

0.098 percent. All stocks except KOTAKBANK and 

ICICIBANK earned less than mean NIFTYBANK index 

return of 0.002 percent. The median returns too exhibit 

similar distribution as that of mean returns for the entire 

sample period. In the pre-Covid-19 lockdown period 

investors, on average, incurred return losses to the extent of 

0.480 percent. Again, KOTAKBANK (-0.156) and 

ICICIBANK (-0.200) reported less percentage mean losses 

vis-à-vis the NIFTYBANK index return (-0.313). The mean 

return in this sub-sample was in the range of -0.798 and -

0.156 percent. The median returns too were smaller than 

benchmark bank index. 

Interestingly, post-lockdown sample generated, on 

average, 0.280 percentage return to the investors. 

AXISBANK, BANDHANBNK, HDFCBANK, 

IDFCFIRSTB and INDUSINDBK reported higher than mean 

index return (0.312%). Besides in comparison to negative 

mean returns in pre-lockdown period, stocks mean returns (as 

well as median returns) turned positive for all stocks in the 
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period after the lockdown was imposed. Results of t-tests 

testing the difference in mean ex-ante and ex-post lockdown 

announcement date returns confirm the excess returns at 5 

percent level of significance. Further in seven out of 10 cases, 

standard deviation of returns increased in post-lockdown 

period vis-à-vis pre-lockdown sample. Thus, these 

preliminary observations lend support to the hypothesis of 

investors demanding a return premium when exposed to 

increased levels of risk, increased variability of returns 

(volatility) in this case.

TABLE I.  SUMMARY STATISTICS OF DAILY STOCK RETURNS 

Stock Symbol 

(1) 

Entire Sample 

(N = 387, Figures in %) 

(2) 

Pre-COVID-19 Lockdown 

Sample 

(N = 193, Figures in %) 

(3) 

Post-COVID-19 Lockdown 

Sample 

(N = 193, Figures in %) 

(4) 

Change in 

Post-Pre-Mean 

Return (%) 

Mean Median Std. Dev. Mean Median Std. Dev. Mean Median Std. Dev. 

AXISBANK -0.070 0.067 3.453 -0.502 -0.214 3.267 0.371 0.431 3.591 0.873** 

BANDHANBNK -0.083 -0.204 4.508 -0.602 -0.455 4.165 0.474 0.123 4.758 1.076** 

BANKBARODA -0.176 0.000 3.059 -0.421 -0.103 3.097 0.054 0.109 3.010 0.474* 

FEDERALBNK -0.118 -0.057 3.314 -0.499 -0.292 3.285 0.294 0.449 3.287 0.793** 

HDFCBANK -0.136 0.036 4.154 -0.594 -0.082 5.314 0.325 0.295 2.454 0.918** 

ICICIBANK 0.064 0.278 2.957 -0.200 -0.074 2.648 0.306 0.557 3.217 0.506* 

IDFCFIRSTB -0.036 0.000 3.200 -0.443 -0.119 3.172 0.343 0.000 3.174 0.786** 

INDUSINDBK -0.145 -0.116 4.694 -0.798 -0.264 4.179 0.545 0.105 5.064 1.343** 

KOTAKBANK 0.077 0.182 2.505 -0.156 -0.006 2.191 0.284 0.374 2.758 0.440* 

PNB -0.226 -0.150 2.896 -0.417 -0.158 2.900 -0.049 0.000 2.888 0.369* 

RBLBANK -0.271 0.090 4.513 -0.798 -0.136 4.926 0.207 0.362 3.960 1.005** 

SBIN -0.058 0.137 2.856 -0.331 -0.179 3.070 0.210 0.251 2.613 0.541* 

NIFTYBANK 0.002 0.152 2.377 -0.313 -0.053 2.245 0.312 0.451 2.473 0.626** 

TABLE I provides summary statistics of 12 sample banking stocks and benchmark bank index NIFTYBANK. ** {*} denote significance at 5% {10%} level 

of significance.  Std. Dev. = Standard Deviation; (1) pre-COVID-19 lockdown sample {June 13, 2019 - March 23, 2020} and (2) post-COVID-19 lockdown 
sample {March 25, 2020 - December 31, 2020}. (4) reports difference in pre and post lockdown date mean returns and its significance using t-test. 

Fig. 1.  Daily Returns on banking stocks for June 13, 2019 - December 31, 2020 

-.4

-.3

-.2

-.1

.0

.1

.2

50 100 150 200 250 300 350

AXISBANK

-.4

-.2

.0

.2

.4

50 100 150 200 250 300 350

BANDHANBNK

-.2

-.1

.0

.1

.2

50 100 150 200 250 300 350

BANKBARODA

-.3

-.2

-.1

.0

.1

.2

50 100 150 200 250 300 350

FEDERALBNK

-.8

-.6

-.4

-.2

.0

.2

50 100 150 200 250 300 350

HDFCBANK

-.2

-.1

.0

.1

.2

50 100 150 200 250 300 350

ICICIBANK

-.2

-.1

.0

.1

50 100 150 200 250 300 350

IDFCFIRSTB

-.4

-.2

.0

.2

.4

50 100 150 200 250 300 350

INDUSINDBK

-.15

-.10

-.05

.00

.05

.10

.15

50 100 150 200 250 300 350

KOTAKBANK

-.15

-.10

-.05

.00

.05

.10

.15

50 100 150 200 250 300 350

PNB

-.3

-.2

-.1

.0

.1

.2

50 100 150 200 250 300 350

RBLBANK

-.15

-.10

-.05

.00

.05

.10

.15

50 100 150 200 250 300 350

SBIN

Mean stock return in x-axis & number of days in y-axis. Observation 194 coincides with date of national lockdown (March 24, 2020) due to COVID-19 in 

India.

Fig. 1. shows plot of return time series for each sample 

banking stock across the study period. Evident spikes around 

and after the 194th observation (March 24, 2020), the date at 

which COVID-19 national lockdown came into effect, 

suggest significant volatility in the banking stocks. In 

comparison to the pre-lockdown sample, post lock-down 
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sample show pervasive levels of volatility with many large 

positive and negative returns being observed. These 

observations motivate us to examine the return-volatility 

behaviour in the sub-sample periods. 

B. Stationarity Test Results

Significant ADF test statistics in TABLE II rule out the

possibility of unit root presence in the stock return series and 

elude possibility of obtaining spurious regression 

ARCH/GARCH coefficients.2 All return series are integrated 

to order zero, hence we proceed with estimates the 

coefficients of volatility. 

TABLE II.   RESULTS OF STATIONARITY TESTS 

Stock Symbol 
ADF test 

Statistic 
Stock Symbol 

ADF test 

Statistic 

AXISBANK -19.53*** IDFCFIRSTB -19.20*** 

BANDHANBNK -18.04*** INDUSINDBK -17.32*** 

BANKBARODA -20.93*** KOTAKBANK -19.98*** 

FEDERALBNK -18.53*** PNB -20.09*** 

HDFCBANK -21.12*** RBLBANK -18.07*** 

ICICIBANK -21.07*** SBIN -20.80*** 

Test Critical 

Values 
-3.44 (1%) -2.86 (5%) -2.57 (10%) 

Level of significance {l.o.s} in parenthesis ( ); *** Significance at 1% l.o.s; 
ADF = Augmented Dickey-Fuller. 

C. Volatility Coefficients

Results measuring volatility with ARCH and GARCH

model are reported in TABLE III. ARCH (1) symbolizes 

conditional variance to depend on one period lagged squared 

error while GARCH (1,1) allows conditional variance to vary 

with lagged squared error and previous time period 

conditional variance. Significant ARCH (1) and GARCH 

(1,1) coefficients for banks (except HDFCBANK) in the 

entire sample indicates volatility to be occurring in bursts i.e., 

trend of larger (smaller) returns being followed by large 

(small) returns. 

In the pre-lockdown subsample, ARCH (1) and GARCH 

(1,1) coefficients are significant except for FEDERALBNK 

and HDFCBANK. Evidence of conditional variance 

collecting significant stimulus from its past shock is 

confirmed by post-lockdown GARCH (1,1) coefficients in all 

stocks. Also, in eight out of 12 cases, the magnitude of 

GARCH rose after the announcement of the lockdown with 

BANKBARODA, ICICIBANK, KOTAKBANK and PNB 

being an exception. Moreover, persistence of volatility effect 

(sum of ARCH and GARCH coefficients approximating to 

one) is true for all stocks in the post announcement period 

which is not the case for FEDERALBNK and HDFCBANK 

in the corresponding previous period. 

TABLE III.  RESULTS OF VOLATILITY ESTIMATES USING ARCH/GARCH MODELS 

Dependent 

Variable (𝝈𝒊𝒕
𝟐 ) 

Stock Symbol 

Entire Sample 

(N = 387) 

Pre-COVID-19 Lockdown Sample 

(N = 193) 

Post-COVID-19 Lockdown Sample 

(N = 193) 

Constant 
ARCH 

(1) 

GARCH 

(1,1) 
Constant ARCH (1) 

GARCH 

(1,1) 
Constant ARCH (1) 

GARCH 

(1,1) 

AXISBANK 
0.000** 

(2.66) 

0.126** 

(6.28) 

0.838** 

(30.33) 

0.0000 

(1.13) 

0.252** 

(3.30) 

0.694** 

(4.69) 

0.000** 

(2.56) 

-0.053** 

(-2.69) 

1.025** 

(50.05) 

BANDHANBNK 
0.000** 

(3.58) 

0.306** 

(5.29) 

0.612** 

(11.58) 

0.000** 

(2.45) 

0.542** 

(3.57) 

0.220** 

(1.19) 

0.000** 

(3.57) 

0.066* 

(1.93) 

0.813** 

(22.58) 

BANKBARODA 
0.000** 

(3.10) 

0.082** 

(3.91) 

0.876** 

(29.76) 

0.000** 

(2.15) 

0.116** 

(2.73) 

0.860** 

(16.16) 

0.000** 

(1.99) 

0.029 

(1.14) 

0.846** 

(13.52) 

FEDERALBNK 
0.000** 

(2.52) 

0.132** 

(2.97) 

0.657** 

(6.13) 

0.000* 

(1.79) 

0.088 

(0.96) 

-0.314 

(-0.49) 

0.000** 

(16.90) 

-0.108** 

(-6.64) 

1.031** 

(64.33) 

HDFCBANK 
0.001 

(0.69) 

-0.004 

(-0.51) 

0.579 

(0.95) 

0.002 

(0.77) 

-0.008 

(-0.59) 

0.594 

(1.13) 

0.000** 

(5.68) 

-0.112** 

(-2.77) 

1.035** 

(29.42) 

ICICIBANK 
0.000* 

(1.70) 

0.105** 

(2.86) 

0.801** 

(9.95) 

0.000 

(0.90) 

0.074* 

(1.75) 

0.873** 

(8.53) 

0.000 

(1.15) 

0.084 

(1.28) 

0.794** 

(5.70) 

IDFCFIRSTB 
0.000* 

(1.89) 

0.033** 

(2.98) 

0.905** 

(21.03) 

0.000** 

(2.57) 

0.162** 

(2.26) 

0.717** 

(6.77) 

0.000 

(0.50) 

0.008 

(0.28) 

0.772* 

(1.74) 

INDUSINDBK 
0.000** 

(2.78) 

0.263** 

(5.45) 

0.679** 

(12.20) 

0.000 

(1.24) 

0.255** 

(2.83) 

0.675** 

(4.88) 

0.000** 

(3.81) 

0.062 

(1.48) 

0.804** 

(20.45) 

KOTAKBANK 
0.000** 

(2.69) 

0.124** 

(5.56) 

0.805** 

(20.96) 

0.000 

(0.73) 

0.097** 

(2.02) 

0.798** 

(4.24) 

0.000** 

(2.72) 

0.144** 

(3.69) 

0.717** 

(12.93) 

PNB 
0.000** 

(1.99) 

0.125** 

(2.68) 

0.774** 

(8.43) 

0.000 

(0.87) 

0.105** 

(2.31) 

0.857** 

(8.89) 

0.000* 

(1.97) 

0.159* 

(1.89) 

0.715** 

(6.02) 

RBLBANK 
0.000** 

(2.78) 

0.233** 

(5.43) 

0.749** 

(19.24) 

0.000* 

(1.68) 

0.233** 

(3.64) 

0.765** 

(13.55) 

0.000* 

(1.72) 

0.174** 

(3.47) 

0.766** 

(11.47) 

SBIN 
0.000** 

(2.73) 

0.177** 

(4.80) 

0.755** 

(14.85) 

0.000 

(1.55) 

0.277** 

(3.91) 

0.736** 

(10.27) 

0.000* 

(8.00) 

-0.111** 

(-4.49) 

1.030** 

(42.59) 

z-statistic in parenthesis ( ); ** {*} denote significance at 5% {10%} level of significance. Conditional variance of error for stock 𝑖 at time 𝑡 (𝜎𝑖𝑡
2) is a 

function and is obtained from mean equation 𝑅𝑖 = 𝛼0 + 𝛼1𝑅𝑚 + 𝜀𝑡, where 𝑅𝑖 (𝑅𝑚) represent log return on stock 𝑖 (NIFTYBANK index) and 𝜀𝑡 are

disturbance terms.

2 Presence of unit root conditions a data series to depend on 

its lag value and hence the mean, variance and auto-

covariance are time variant. Refer Dickey and Fuller (1979) 

[24] for more details.
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D. Comparison of Volatility

Results of mean difference tests are given in TABLE IV.

T-statistic and Anova F-test are indicative that the pre and

post lockdown ARCH volatility coefficients are

significantly different assuming both time series follow

equal variances. Likewise, GARCH estimates too are

significantly dissimilar in both case assumptions of equal 

and unequal variance of volatility data series used for 

these tests. Greater GARCH volatility coefficient of 

0.8624 in post-COVID-19 lockdown period suggest 

increased variability in banking returns vis-à-vis before 

the announcement of lockdown.

TABLE IV.   RESULTS OF SAMPLE TESTS COMPUTING DIFFERENCE IN VOLATILITY COEFFICIENTS 

Particulars Mean t-statistic 
Satterthwaite

-Welch t-test$ Anova F-test 
Welch 

F-test$

Pre-COVID-19 Lockdown ARCH 0.1827 -2.9997** 

(0.006) 

-2.9997** 

(0.007) 

8.9987** 

(0.006) 

8.9987** 

(0.007) Post-COVID-19 Lockdown ARCH 0.0286 

Pre-COVID-19 Lockdown GARCH 0.6232 2.2597** 
(0.034) 

2.2597** 
(0.040) 

5.1062** 
(0.034) 

5.1062** 
(0.040) Post-COVID-19 Lockdown GARCH 0.8624 

$ Test accounts for unequal variances in data. ** {*} denote significance at 5% {10%} level of significance 

V. CONCLUSION

Volatility estimates are actively pursued as tools of risk 

management and to forecast stock prices. Increased volatility 

in response to economic or financial shock for instance 

induces investors to raise return expectations. This study uses 

ARCH and GARCH models to analyse the conditional 

variance, an estimate of volatility. Further, the study tries to 

understand whether the March, 2020 national lockdown 

owing to spread of COVID-19 virus caused changes in 

volatility of banking stocks in India.  The results from the 

entire sample and in each of two sub-samples confirm the 

presence of volatility clustering. Not only was there a rise in 

volatility but also volatility appears to be persistent in the 

post-lockdown period. These findings combined with results 

of t-tests on significant excess return in the post period 

sample suggest that investors, on average, generated returns 

from their investments into banking stocks and such returns 

would continue owing to persistent volatility. These findings 

lend support to the theory of investor expectation of excess 

return as compensation for the additional volatility of returns 

over and above the risk-free rate (Fama and French, 1992) 

[25]. 

This paper is limited to a preliminary analysis of the 

change in stock volatility specifically in banking stocks 

which may be extended to include other sectors of the 

economy. Further scope lies in undertaking a cross country 

analysis examining the factors which cause such change in 

the magnitude of volatility. The study can be used by banks 

to understand credit worthiness of countries in the global 

banking domain by understanding the response to the 

pandemic. Banks can look forward to build their operational 

resilience and remain hyperactive learning from this study. 

The study can also be used as a point of decision making for 

both investors and portfolio managers.  Diversifying a 

portfolio for investors during abnormal periods may prove to 

be an unattractive assignment for managers. It requires 

regular monitoring of the volatility and understanding the 

trends it entails. As banking sector is the nerve center for all 

other industries, playing the role of creating credit, it impacts 

performance of other sectors as well. Therefore, it becomes 

important to keep a track of the banking sector stocks while 

investing or preparing portfolios of other sectors.  The 

research indicates that depending upon the longevity of an 

event, volatility perseverance may alter. Strategists could 

focus their attention on the basic nature of shock to diversify 

the portfolio and minimize the risk exposure of the investor. 

Further, to add more scope a multiple event analysis could be 

undertaken based on politics, restrictions trade practices, 

trade linkages during such crisis. 
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Abstract— This work describes about an obstacle 

avoidance device which is controlled by ultrasonic 

sensor. The third eye is a revolution that helps visually 

impaired persons to navigate with speed and 

confidence. It detects the nearby obstacles with the help 

of ultrasonic waves and notifying them with a buzzer 

sound or vibration. The people who are all suffering 

from these visual difficulties can use this prototype to 

overcome their adversity. This equipment is composed 

of ultrasonic sensor controlled by an Arduino 

microcontroller. Ultrasonic sensor is mounted in front 

of the PCB to get the data from the surrounding area 

by sensing. The sensor will sense the obstacle and 

immediately the buzzer will make a buzzing or beeping 

sound followed by the vibrator sensor which will inform 

the person regarding the obstacle coming in front of 

them.  

Keywords— Microcontroller, Ultrasonic sensor, Arduino, 

Vibration Sensor, Obstacles,  visually impaired 

I. INTRODUCTION

Blindness is a terrible and insurmountable condition for 

anyone to live with. Many people do consider sight as 

being ‘the most precious sense, and losing it is one of the 

ultimate crises in life. Technology, a miracle in the life of 

blind has changed their world completely [15]. Since 

running the daily life of visually impaired people is very 

difficult, this work helps them run their life easily. 

Technology, a miracle in the life of blind has changed their 

world completely. Technology has developed so much that 

everything in this life has been much modernized than in 

the past. They can make this work as a gadget in their 

hands to detect any hurdle or any object. It is designed to 

build an obstacle avoidance gadget using ultrasonic 

sensors. This system uses HC-SR04 ultrasonic sensor as a 

wide range of field to detect an obstacle with its higher 

detection range. An Arduino Nano is used to achieve the 

desired operation. This work is more methodical than the 

existing system with a cheaper and more precise one. The 

third eye for blind people project is a novel approach to 

assist blind ones to navigate their surroundings with a 

greater ease and independence. Construction of this device 

or gadget, one can use it as a wearable device used to 

detect easily the objects on their own by hearing the 

buzzing sound when used in large scale it will vastly 

benefit the community. In this proposed system, an 

economic, well designed way to help vision less people to 

detect with greater comfort, speed and confidence. Thus, 

this device will be of a great utility for the blind individual 

and it will help them travel to different places. [68]. 

II. SPECIALITIES OF ULTRASOUND TECHNOLOGIES

One of the best techniques which is used for

sensing the obstacle is an ultrasonic sensor. These sensors 

works on “Echo” concept which works when sound 

reflects back after being strike on the surface of any object 

or obstacles. This much speed is meticulous for MCU’s in 

microcontroller to measure accurately. 

These type of sensors use high-frequency sound waves 

(higher than the human audible limit) to detect and 

measure the distances of the object. The waves reflect 

from the surface which is situated 4 meters away within 

15 ns. The HC-SR04 is an affordable ultrasonic distance 

sensor available in all prices which is fairly reliable and its 

accuracy is ± 3 mm. They are relatively resistant to 

environmental factors such as dust, smoke & ambient 

light, which can affect the accuracy. 

These sensors are able to detect the obstacles present 

in front of them. Ultrasonic sensors can accurately 

measure distances by calculating the time it takes for the 

ultrasonic wave to bounce back after being reflected from 

the sensor. They are inexpensive, simple in design and 

consume less electricity. 
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Fig.1. Working of Ultrasonic Sensor 

An ultrasonic sensor transfer the ultrasonic waves with 

frequency 40 KHZ and concurrently microcontroller starts 

the clock. The clock stops as soon as waves are detected back 

by the receiver part of the sensor and it measures the time 

interval. The microcontroller calculates the distance of 

object by using this time interval and the speed of sound. 

Distance is simply calculated using: 

Distance (D) = Speed (S) × Time (T) 

The actual distance between the sensor  and object is half 

of the distance travelled by the ultrasonic wave so  

Actual Distance = Distance / 2 

This distance is the actual distance between Sensor and 
the object. 

III. PROPOSED SYSTEM

The proposed system deals with the economical and 

structured obstacle detection with a wide  range of 

coverage. This device includes the following components: 

• Arduino Nano

• Berg strips

• Ultrasonic sensor

• Buzzer

• Vibrator motor

• Wires

• Zero PCB

• 9V DC Battery and Battery cap

The components in brief: 

A. Arduino Nano:

An Arduino Nano is a small, compact and versatile

Arduino board based on ATmega328P or ATmega628 

microcontroller. An Arduino is an open source hardware 

and software that can make a user to do effective 

operation in it. These microcontroller devices help works 

in real time situations and environment. It is similar to the 

Arduino Uno board but it comes in an smaller form 

factor, which is comparatively cheaper , making it an 

ideal for projects making it ideal for small devices which 

use less power consumption. The Arduino Nano is 

organized using Arduino IDE (Arduino Integrated 

Development Environment), which can run on various 

platforms. The devices required to start the work using 

Arduino Nano board are Arduino IDE and mini USB 

(Universal Serial Bus). The Arduino IDE software must 

be installed in   laptop or desktop. The code is transferred 

from the computer to the Arduino Nano board by the help 

of a mini USB. These boards are available cheaper in the 

market. There are a number of inventions performed in it 

and is still going on. 

 Fig.2. Arduino Nano 

B. Arduino IDE:

The Arduino is the primary programming software to

perform the above-mentioned operation. Using some 

program in the software various operation could be 

executed. 

C. Berg Strip:

This pin header is an ideal connector for PCB boards

and integrated circuits used widely in the computer, 

breadboard, LCD, TV and other robotics applications. 

The breakaway header pins can be manually be broken 

for length. They are used to carry both power and data. 

Fig.3. Berg Strip 

D. Ultrasonic Sensor:

It is used for obstacle detection. Ultrasonic sensor

transmits the ultrasonic waves. It consists of three parts those 

are transmitter, receiver and transceiver. The transmitter 

covert electrical signal into soundwaves. The receiver 

converts electrical signal into soundwaves. Again the 

sound waves are converted into electrical signals by the 

help of the receivers. Ultrasonic sensor transmits the 

ultrasonic waves from its sensor head and again receives 

the ultrasonic waves reflected from an object. Both the 

receiver and transmitter operations by the transmitter. It 

consists of four pins those are,  

 Firstly, the VCC pin to offer a 5V supply to

the sensor,
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 Secondly, trigger pin gives a TTL pulses

(15us)

 Thirdly, echo pin to get the output from the

sensor

 The ground pin which is connected to the

ground of Arduino.

 It also has crystal oscillators within it which performs the 

stabilization operation in the ultrasonic sensor. There are 

many applications of it like instruction alarm system, 

automatic door openers etc. The ultrasonic sensor is very 

compact and efficient. Ultrasonic sensor HC-SR04 is 

shown in the figure. 

Fig.4. Ultrasonic Sensor 

E. Buzzer:

The piezo buzzer or beeper is an signaling device, which

produces sound. It may be mechanical, electromechanical, 

or piezoelectric.  A piezo buzzer is a type of electronic 

device that’s used to produce an alarming sound such as 

beeping or buzzing. It’s lightweight with a  simple 

construction, and it’s typically a low- cost product.  Piezo 

buzzers are used in an electronic devices such as timers, 

alarms or any notification system. It is also reliable, easy to 

construct in different sizes.     

 Fig.5.Buzzer 

F. Vibration Motor:

Vibration motor is a compact coreless DC motor.

The main purpose of this motor is to notify the user 

without sound but by vibrating. These applications 

pagers, handset. They are small motors which is widely 

used un electronic devices like cellphone, pagers and 

handset. These are used to provide vibration alerts. 

These are widely used in applications like smartphones, 

gaming controllers etc. The main feature of this motor 

is, it has magnetic properties, lightweight, and motor 

size is small. The performance is highly consistent of 

these motors. It consists of a small weight attached to a 

motor shaft as the motor rotates, the weight creates 

vibrations, which could be felt by the patient. The 

motors operate vibrating the screen so that the user feels 

the sensation of pressing a physical button. 

     Fig.6. Vibration Motor 

G. Connecting Wires:

The connecting wire is a component of a circuit that

carriers the current in the circuit.  The connecting wires is 

a flexible strand of metal which is usually cylindrical in 

shape. They are an essential component of any circuit as 

they provide the path for the electricity to flow through. 

It is used for establishing electrical conductivity between 

two devices of an electrical circuit. Negligible resistance 

is possessed to the passage of current. The connecting wires 

are covered by an insulated   coating of different colors and 

color-coded wires can help make it easier to identify 

different parts of a circuit. The connecting wires is made 

of a current conducting material like copper or tungsten 

and it is covered by an insulating material like rubber for 

protecting. 

 Fig.7. Connecting Wires 

H. Zero PCB:

Zero PCB also called as Pref board or DOT PCB is

basically a general- purpose printed circuit board 

(PCB). It refers to a type of PCB that has small circuit 

or dot-shaped pads for components to be soldered on. 

The dot-shaped pads on a dot PCB are usually made up 

of copper and are typically round or oval. At the time of 

Designing a circuit using a dot PCB it is extremely 

important to carefully layout the components and to 

ensure that the connections between them is properly 

made. Perf boards are often used in prototyping 

electronic circuits as they provide a quick and 
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convenient way to create a custom circuit board without 

the need for specialized equipment. There are different 

types of dot board available, including single-sided and 

double-sided boards with the latter having copper traces 

on both sides. Copper coating layer is used in general 

purpose circuit board to allow appropriate soldering of 

the components of PCB which helps in reducing the 

chances of any short circuit.  They are commonly used 

in matrix displays where a large number of components 

require to be mounted in a small space. 

Fig.8.  Zero PCB 

I. DC Battery:

A DC battery is a type of electrical storage device that

stores energy in the form of chemical energy and releases it 

as electrical energy. Possible chemistries of primary (non- 

rechargeable) 9V batteries include Alkaline, Carbon-Zinc 

(Heavy Duty), Lithium. A DC battery typically consists of 

two or more cells that are connected in parallel or in series 

in order to achieve the desired voltage. Each cell consists 

of a positive electrode also known as cathode, a negative 

electrode which is known as an anode and an electrolyte 

solution which acts as a conductor in between the 

electrodes. There are different types of DC batteries which 

are available which has their own unique characteristics 

and applications for example alkaline batteries, nickel-

metal hydride batteries, lithium-ion batteries and lead-acid 

batteries. A 9V DC battery is a rectangular-shaped, small 

in size battery that provides 9 volts of direct current power. 

It is usually used to power small electronics devices such 

as pressure detector, remote controllers, guitar pedals and 

smoke detector. 

Fig.9. 9V DC Battery 

IV. SYSTEM ARCHITECTURE

The Arduino is attached with ultrasonic sensor as a 

primary input to the Arduino. Then the  output from the 

Arduino is connected to vibrator motor and the buzzer. The 

microcontroller is responsible for the operation of the system. 

The Third eye for blind people project would require a 

combination of software as well as hardware components to 

provide the blind people with a intuitive tool and a reliable 

navigating device. The input of the Arduino Nano controller 

has the output of the ultrasonic sensor which produces desired 

output by processing the code which are actually embedded 

into the controller. The block diagram for the proposed 

system is shown in figure : 

Fig.10. Circuit Design (Assembling the components) 

Fig.11. Methodology of the proposed system 

V. WORKING OPERATIONS

The proposed system consists of equipment like 

Arduino Nano, ultrasonic sensor, Buzzer, PCB, 9V 

battery, Vibrator motor and connecting wires. The 

working principle behind the work is that when an 

ultrasonic sensor gets reflected by the sensor the waves 

get sensed. Triggering of the sound pulses or signals up to a 

certain distance is done because of the presence of trigger 

pin present in the ultrasonic sensor.  

The Ultrasonic sensor is wired accordingly. The 

Ultrasonic sensor pin GND is attached to the Arduino pin 

GND and the sensor pin VCC is connected to the VCC of 

the Arduino pin. The Ultrasonic sensor pin Echo is 
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attached to the Arduino A5 whereas the Ultrasonic sensor 

pin Trig is connected to Arduino A4. Here, the Ultrasonic 

is used as a transceiver.  When the objects are detected the 

ultrasonic waves are emitted. The transmitter and receiver 

both do resent inside the ultrasonic sensor. 

The +VE terminal of the buzzer is connected to the 

D13 of the Arduino and the -VE terminal is connected to 

the ground of the Arduino. The battery +VE terminal is 

connected to the Vin of the Arduino and the -VE terminal 

is connected to the ground of the Arduino. The vibrator 

motor +VE terminal is connected to the D9 of the Arduino 

and the -VE terminal is connected to the ground of the 

Arduino nano. All of these connection is done by 

soldering the wires with the help of soldering wire and 

soldering machine. 

At the time, when the working of the Buzzer takes 

place and the audio signals is converted into sound 

signals. Similarly, the working of vibrator takes place in 

process by using centrifugal force the vibrator gets 

vibrate. Both of these devices which are the buzzer and 

the vibration motor alerts the visually impaired  people 

with a buzz or beeping sound   and the vibrations. It 

produces a pulse after signs get received because of the 

presence of ECHO pin which is present in the Ultrasonic 

sensor. Vibrator motor usually consists of a small DC 

motor with an eccentric weight which is connected to the 

shaft, the eccentric weight causes the motor to vibrate and 

producing a haptic feedback sensation when the motor is 

spinning. All of this whole process completes in a fraction 

of seconds. 

Uploading the code in the Arduino Nano 

 At first the Arduino Nano is connected to a PC

or a laptop with an USB cable.

 Arduino IDE software is opened in the device.

 Tools is selected followed by Board Arduino

AVR Boards and then Arduino Nano is selected.

 COM port is selected.

 The code given below is copied and pasted in

the Arduino IDE and hit upload.

The code for the work is given below: 

const int pingTrigPin= A4; //Trigger is connected to PIN 

const int pingEchoPin= A5; //Echo is connected to PIN 

int buz=13; //Buzzer to PIN 4 

int buz1=9; void 

setup() { 

Serial.begin(9600); 

pinMode(buz, OUTPUT); 

pinMode(buz1, OUTPUT); 

} 

Void loop() { 

long duration, cm; 

pinMode(pingTrigPin, OUTPUT); 

digitalWrite(pingTrigPin, LOW); 

delayMicroseconds(2); 

digitalWrite(pingTrigPin, HIGH); 

delayMicroseconds(5); 

digitalWrite(pingTrigPin, LOW); 

pinMode(pingEchoPin,  INPUT); 

duration = pulseIn(pingEchoPin, HIGH); 

cm = microsecondsToCentimeters(duration); 

if(cm<=100&& cm>0){ 

int d= map(cm, 1, 100, 20, 2000); 

digitalWrite(buz, HIGH); 

digitalWrite(buz1, HIGH); 

delay(50); 

digitalWrite(buz, LOW); 

digitalWrite(buz1, LOW); 

delay(d); 

} 

Serial.print(cm); 

Serial.print("cm"); 

Serial.println(); 

delay(40); 

} 

long microsecondsToCentimeters(long microseconds){ 

return microseconds / 29 / 2; 

} 

 Fig.12. Photographic image of Circuit Setup 

At last, when all the connections are done, the code is 

uploaded to the Arduino Board and power the other 

modules using a power bank or the power supply. 

The complete design was fixed in a glove for the ease of 

the user. Wearing this prototype third eye sensor device by 

the visually impaired people, one can walk down the road 

without any difficulty and detect the objects in front of 

them concurrently. Thus, it is designed for the visually 

impaired people and will make it easy and convenient 

helping the users in travelling and detecting the obstacles 

while walking. 
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VI. RESULT & DISCUSSION

The primary purpose of this study is to produce a 

prototype for visually impaired people that can detect 

objects or obstacles even in motion in front of users and 

feed warning back, in the form of buzz and vibration to the 

users. The Arduino Nano and then Ultrasonic sensor is used 

as a combination to detect the obstacles. The proposed 

prototype was designed and verified. Hence, this device 

which is based on Arduino & ultrasonic sensor used for 

obstacle detector work for blind people is a new innovation 

to resolve the problems of the visually impaired ones. This 

device has been tested and the results are promising. This 

device is aimed at developing a wearable device which 

could assist blind people for navigating obstacles using 

vibrator motor and buzzer as the feedback mechanism. The 

use of buzzer and vibrator motor as a feedback mechanisms 

has been effective and reliable in providing tactile and 

auditory cues to the impaired ones. In in testing of this 

device the buzzer was accurately conveying the 

information about the location of the object. Similarly, the 

vibrator motor were also able to convey information. 

VII. FUTURE SCOPE

These days, there are several intelligent devices for visually 

impaired people   for navigation still most of them have 

specific issues with carrying. This device should be able to 

provide a pre-defined sensory information to the user 

which includes audio and vibration. One can add more 

specification such as visual and tactic feedback. This is a 

wearable technology for blinds that will resolves the 

existing technical problems. It is affordable which is one of 

its major advantages. This technology can be used in 

applications like in a Parking assistant system in an 

Robotics Navigation system in Interactive Animation 

exhibits and also in a security system. 

The prototype device has the following features: 

 Uses ultrasonic technology to detect obstacles

 It is comfortable and wearable.

 It alerts the objects by buzzing sound as a

vibration even a patient who couldn’t hear

can use it.

This technology use obstacle detection using UV 

distance finder sensor alerts the blind people through sound 

based system. Eventually, this Arduino based obstacle 

detection device have some promising developments come 

in the field of artificial vision technology that would 

provide hope for the future of this project. 

CONCLUSION 

With the improvement of the living standards of the 

people, people have been materialistic - and has forgotten 

how the physically disabled people live a tough life. A 

simple architecture device, efficient in use, cheap in cost, 

easy to carry with us, easy configurable, easy to handle 

electronic guidance system with proper and easy usages 

guidance and various effective hardware helps to provides 

the amazing properties so that it helps the needy blind 

people. This device made for visually impaired individuals 

is an discovery which helps the blind individual to go 

around from one place to another by knowing the nearby 

obstacles using the help of the wearable band which 

produces the ultrasonic waves which alerts them with 

vibrations or a buzzing sound. The users are able to walk 

freely by detecting the obstacles. They only need to wear 

this device as a band or cloth on their body. In the given 

work instruction if the device is well curated , the blind 

individual can move in any direction without taking the 

third person. It is successful in removing the problem of 

existing navigation techniques like carry the stick while 

walking or being dependent on another person while 

moving one place to another and many more issue was 

successfully resolved by this work. 
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 Amended Q-Learning Procedure: Application in 

Optimal Path Recognition 

 

Abstract — Reinforcement learning is a fascinating area of 

investigation that has captured the attention of the scientific 

community. One highly well-organized procedure in this 

field is Q-learning, which has been extensively studied in the 

literature, particularly in the context of robotics. In this article, 

we aim to enhance the act of the novel Q-learning procedure 

and study its amended convergence performance compared to 

the novel procedure. Subsequently, we apply the improved Q-

learning procedure in the robotics domain, comparing the 

performance of an artificial brainy mediator elicited by the 

amended Q-learning procedure with one triggered by the 

unique Q-learning procedure. 

Keywords- Brainy Mediator; Conjunction feature; Concession 

factor; Knowledge rate; Q-learning; Reinforcement learning; 

Recompense value 

I. INTRODUCTION

The arena of machine learning has been a prominent area of 

research in recent times, with a focus on developing efficient 

procedures. One such procedure that has gained widespread 

recognition is the Q-learning procedure [1], which falls under 

the category of reinforcement learning techniques. This 

procedure calculates the collective recompense points for 

various agents constructed on their activities. In recent years, 

researchers have conducted extensive investigations to 

improve the Q-learning procedure. Additionally, the research 

community has been actively involved in designing 

sophisticated systems using different versions of the Q-

learning procedure. 

In [2], a modified Long Term Evolution (LTE)-Bluetooth 

(BT) arrangement was promoted using the Q-learning method 

to automatically select the optimal aggregation of transmit 

opportunity and muting time. This resulted in a reasonable 

balance between the mLTE-U and Wi-Fi connections. 

Simulation results demonstrated that the proposed Q-learning 

 

based scheme provided an auto-tuned LTE-U design. 

Furthermore, [3] proposed alternative type of the Q-learning 

procedure along with Q-learning hooked on calculation to 

meet the data rate demand, a key factor in device-to-device 

communiqué schemes, by assimilating the foreseen number 

of supply modules. Additionally, this article recommended a 

content management policy to improve the chances of device-

to-device communication by utilizing the popularity of the 

contents, which effectively reduced the load on the eNB. 

The Q - learning procedure has also been applied to 

ultramodern communication systems, as epitomized in [4]. Su 

etal. proposed a Q- literacy touched off" LTE- U and Wi- Fi 

concurrence procedure" in amulti-channel terrain, performing 

in effective data transfer between LTE- U and Wi- Fi units 

that transported an improved duty cycle and improved 

scheme act. 

     In [5], a multistep Q-learning procedure is proposed for 

multi-stage strategy valuation. The procedure has been 

applied to derive an optimum Q-function for a model-free 2-

degree-of-freedom helicopter, and the merging conduct of the 

planned arrangement has been investigated. The procedure 

has been found to effectively solve the optimum output 

regulation problem of the 2-DOF helicopter by assessing the 

optimum Q-function based on instantaneous statistics. 

A novel frequency-recycle-1 arrangement is planned in [6] 

using a Q-learning procedure-constructed scheme named 

fuzzy Q-learning scheme. This suggestion is designed to 

exploit the Approved Aided Admittance scheme without 

moving other necessities of fair-cohabitation in the wireless 

system setting. The system has been developed to acquaint 

arrangement orientation intermission as a worldwide act and 

has improved the scheme size while maintaining fair-living 

in the uninhibited range. 

In [7], a Q-learning-founded spreader with voltage fluctuate 

alteration and receiver compensation is planned to diminish 

power in 2.5 reminiscence judgment addition. The Q-learning 

method has been presented to grow a well-organized I/Q 
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organization scheme, attaining important power discount 

over other state-of-the-art approaches. 

A substitute form of the Q-learning procedure is proposed in 

[8] called Resonance Formal System based Q-learning

technique for ideal liveliness organization. This Q-learning

method has been designed to govern the energy demand in

office environments that utilize renewable energy sources.

The method regulates optimal accusing, liquidating, and

indolent policies for rechargeable units (batteries) to reduce

electricity costs from the grid.

In [9], an enriched procedure based on Q-learning is

developed to exploit the apparent excellence in HTTP

adaptive flowing for cinematic distribution. An examination

has been achieved to express the scheme's process limits and

hypothesis the typical purposes formulation of this technique.

The consequences of this examination deliver an answer to

switch the assortment of section makings professionally,

decrease the excellence switching, and agreement the

incidence of restrictions.

In recent studies, Q-learning procedure has been applied in

various domains to enhance system performance and achieve

optimal solutions. For instance, in [10], a novel protocol

based on Q-learning procedure has been proposed for

unmanned robotic networks to address the issue of network

overhead in route selection and restoration. The protocol,

called Q-learning founded topographical direction-finding,

has significantly improved the packet distribution ratio and

reduced network overhead, thus improving the network

performance.

Another application of Q-learning procedure is in band

distribution between base mode to enhance user excellence of

knowledge and ethereal source operation. In [11], the

entomb-operative proximal range distribution Q-Learning

outline is suggested to enable bury-operative range

distribution in an intellectual method. The proposed

framework allows the BS to determine its weight-founded

ethereal requirements, leading to efficient ethereal source

operation and improved user QoE.

Furthermore, a better-quality form of the Q-learning

procedure is proposed to achieve better conjunction conduct

than the original procedure [12]. The proposed procedure has

been utilized to design a finest track following scheme for

insincerely brainy mediators, and its performance has been

compared to that of the original procedure-based brainy

mediators. These studies demonstrate the versatility and

effectiveness of Q-learning procedures in solving diverse

problems across various domains.

II. Q-LEARNING PROCEDURE AND IT’S ALTERATION

Reinforcement learning has been an active arena of 

investigation for the past two decades, with Q-learning being 

a well-known procedure in this domain. Q-learning involves 

setting a learning rule for an agent in a given environment, 

without considering the assembly of the setting. This 

procedure is useful for solving problems with stochastic 

transitions and booties and is widely used to determine best 

approaches in restricted Markov choice methods. The entire 

recompense facts accumulated over consecutive ladders are 

well-thought-out to recognize the best action-selection 

strategy in the FMDP environment. The Q-function is used to 

evaluate the excellence of an accomplishment at any given 

stage based on the compensation standards. 

Conjunction is a critical issue in evaluating the presentation 

of any machine learning procedure. Researchers have spent 

considerable effort to improve the act of the novel Q-learning 

procedure. This article proposes tuning the internal 

parameters of the Q-learning procedure adaptively to enhance 

its convergence behavior. The knowledge rate, concession 

factor, and recompense points are the main parameters that 

determine the presentation of the Q-learning procedure. 

Setting these parameters adaptively leads to the artificial 

intelligent agent's transitions occurring optimally, with the 

reward points being maximized. The maximized reward 

points significantly influence the current action selection. The 

price point is estimated as the prejudiced amount of the 

predictable standards of values for all approaching phases 

from the current phase. 

III. PROBLEM FORMULATION

The Q-learning procedure is a highly effective machine 

learning procedure that has been extensively used in various 

engineering fields. It involves determining the optimal policy 

for a particular state by considering the immediate future state 

resulting from an action and the consistent instant plunders. 

Through this process, it has been observed that the supreme 

increasing reward points are amassed by assuming the 

optimum action. This is articulated as follows: 

       asVasrsQOPM ,*,maxarg   (1) 

Where   as, means following state as because of deed 

 at state s . Hence ideal rule  sQOPM
is gritty for 

recognized worth of r  and 𝛿.

Here, alternative stimulating stretch is assessment function. 

This function is cast-off to assess the current recompense 

worth along with reduced prize worth in a finest style and it 

can be uttered as [1]: 

    asVasrE fnc ,*,   (2) 

So the rehabilitated form of equation 1 using equation 2 is 

signified by equation 3 as exposed below: 

    asEsQ fncOPM ,maxarg  (3) 

The precise look of Q-learning procedure is given below: 
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Where learning frequency is meant by . 

Here the standards of   and   are designated in an modest

style. 

IV. PROJECTED PROCEDURE

The ability of an artificial intelligence agent (robot) to detect 

the optimal path depends entirely on its knowledge technique. 

In this study, we have utilized reinforcement learning as the 

learning technique for our agent. We have implemented both 

the unique and better-quality Q-learning procedures to trigger 
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the agent. The optimal path detection process using the 

improved Q-learning procedure is presented in the form of 

Pseudo code, as demonstrated below: 

Input: Triggered the agent with coordinate of maze    

Output: Optimized path to reach the goal point with 

minimum movement. 

Start by inputting the maze coordinates 

 Set the learning rate (α) and discount factor (γ) to their 

 initial values 

 Specify the number of iterations 

 Initialize a flag for priority visiting 

 Set status values for GOAL and Bump 

 Initialize the Q-value 

  For each iteration: 

 Set the current direction of the agent 

 Initialize the status and count action 

 While status is not GOAL: 

 Evaluate the action value based on the 

 maximum Q-value 

 While the current direction is not the same 

  as the action: 

 If the action is equal to the 

 current direction plus 1, 2, -2 or -3: 

 Turn the agent to the left 

 Otherwise: 

 Turn the agent to the right 

   Increase the count action by one 

 End While 

 Move the agent forward 

 Increase the count action by one 

 If the move is successful: 

 Set status to 1 

 Else if the agent bumps into a wall or boundary: 

 Set status to BUMP 

 Else if the agent reaches the goal: 

 Set status to GOAL 

 End if 

 If status is BUMP: 

 Set the reward value to -1 

 Else if status is GOAL: 

 Set the reward value to 1 

 Else 

 Set the reward value to 0 

 End if 

 If the visit flag is 0: 

 Increase the reward value 

 Set the visit flag to 1 

 Else 

 Decrease the reward value 

 End if 

  Update the Q-value 

  End while 

     Increase the number of iterations by 1 

End for 

Display the mean exploit price and conjunction chart 

End  

V. SIMULATION RESULTS

     Here, we present the results obtained from simulations 

and hardware implementations of both the original and 

improved Q-learning procedures. The simulations were 

conducted on the MATLAB R2015a platform using a 

predefined web to evaluate the presentation of the procedures 

in both environments. 

For the original Q-learning procedure, we set the learning rate 

(α) to 0.85 and the discount factor (γ) to 0.55. The procedure 

was run for 100 iterations, and the resulting conjunction chart 

is shown in Figure 1. 

Fig. 1. Q-learning Procedure: Conjunction Comportment 

     The convergence behavior of the Q-learning procedure is 

depicted in Fig. 1, where it can be observed that convergence 

occurs at the 20th iteration with 43 actions. The mean action 

value for the Q-learning procedure is 196.92, which 

represents the total quantity of activities that transpired in 

each iteration. The actions here refer to the number of 

movements made in each state. 

Fig. 2 illustrates the convergence behavior of the improved 

Q-learning procedure, which has been computed with

enhanced parametric values. The knowledge degree (α) and

markdown issue (γ) values have been set to 0.89 and 0.7,

respectively. In the better-quality procedure, the prize worth

is incremented by 0.47 when the importance of appointment

is zero, and decremented by 0.67 otherwise. The calculation

for the better-quality Q-learning procedure is achieved with a

comparable amount of repetitions as the unique procedure.

Fig. 2. Better-quality Q-learning Procedure: Conjunction Comportment 
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The results presented in Fig. 2 demonstrate that the planned 

process congregates faster than the original Q-learning 

procedure, achieving convergence at the 12th iteration with 

only 24 actions and a mean actions value of 44.26. These 

findings recommend that the better-quality Q-learning 

procedure outperforms its original counterpart, converging 

more rapidly and with fewer actions. Specifically, an 

improvement of 79.14% was observed for the mean action 

value parameter in the improved Q-learning procedure. 

 (a)

(b) 

Fig. 3. Path Covered by the Agent under Converged Form 

All computations were performed using a predefined maze, 

which was represented as a square matrix where each state 

was described by its row and column coordinates. The maze 

included a starting point and a goal point (referred to as 

Manhattan), and actions were taken based on the Q-values, 

which were updated during each iteration. 

The maze in Fig. 3a has the starting point at the top left corner 

and the goal point at the lowest right angle. Under different 

conditions, the agent's position and the maze status are 

showed successively. Fig. 3(a) depicts the agent's position at 

the starting point, while Fig. 3(b) shows the rank of the 

labyrinth when the manager grasps the penalty area. The 

Manhattan Distance has been used to measure the coldness 

between the manager and the penalty area at each state. 

The simulated results have also been implemented in a 

hardware environment as exposed below. An artificial brainy 

mediator is cast-off to detect the acts of these procedures in 

controlling the movement of the agent to reach the goal. The 

Arduino UNO and L293D motor-driver module are cast-off 

to govern the drive of the artificial brainy mediator. 

The Arduino UNO is a microcontroller that practices the 

ATmega328 microprocessor [12]. It has 32KB integrated 

memory, with 14 digital pins and 6 analog pins as 

input/output pins. It operates on a 5-volt DC power supply. 

The L293D motor-driver unit is functioned by the L293D IC 

(integrated circuit), which is a 16-pin IC that allows two DC 

motors to work concurrently in both onward and converse 

orders. 

(a) 

(b) 

Fig. 4 Robot Movement based on Q-learning and Improved Q-learning 

procedure 

The movement of the artificial brainy mediator in the maze 

depicted in Fig. 4 is the same as the one shown in Fig. 3. The 

agent's performance was evaluated based on the time taken to 

ample the trajectory under crowded conditions. The results 

indicated that the improved Q-learning procedure allowed the 

agent to thorough the trajectory earlier than the unique Q-

learning procedure. Specifically, the agent finished the 

trajectory within 28 seconds using the improved procedure, 

whereas it took 35.41 seconds using the original procedure. 
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Therefore, we conclude that the artificial brainy mediator 

achieved the goal position 26.46% faster using the improved 

Q-learning procedure compared to the original Q-learning

procedure. The projected developed Q-learning procedure

demonstrated its superiority over the current Q-learning

procedure in both simulation and hardware atmospheres.

VI. CONCLUSION

This paper presents an better-quality form of the Q-learning 

procedure by tuning its interior strictures such as the wisdom 

rate and recompense worth in an adaptive style, enhancing the 

convergence, divergence and characteristics of the procedure 

over the original Q-learning. The act of the unique and 

improved Q-learning procedures was evaluated in both 

software and hardware environments, and the results showed 

that the artificial brainy mediator achieved the goal position 

in optimal time using the improved Q-learning procedure. 

The proposed procedure outperformed the existing Q-

learning procedure, and future work could involve reforming 

the mathematical construction of the current Q-learning 

procedure using the well-structured use of newly projected 

evolutionary procedures. 
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A Mawkishness Model using LSTM with Word2Vec 

and RAVDESS Data for Multi-language Provision 

and Voice Appreciation with Noise Lessening 

Competence 

Abstract — Organisations in the manufacturing sector 

nowadays must comprehend complicated and demanding 

environments and use appropriate tools to design the 

optimal solutions and processes. Sentiment analysis is an 

efficient approach in this context. It is a technique in NLP 

that identifies the emotional tone behind a textual content. 

Here a proposition is made for mawkishness investigation 

using human communication by retaining the Long 

Short-Term Memory neural network. We use Word2Vec 

for word embedding’s and the Ravdess dataset for speech 

analysis. The proposed method converts the audio input 

into textual format using automatic speech recognition 

and then processed through LSTM network. Thereafter, 

the network is trained on the combined textual and speech 

data using a multi-task learning approach. Overall, this 

article highlights the potential of sentiment analysis using 

human interaction and provides valuable insights into 

how businesses can leverage this technology to make data-

driven decisions, enhance customer engagement and 

improve operational efficiency. 

Keywords-Sentiment analysis, LSTM, Human Interaction, 

Natural Language Processing, Emotion Recognition, User 

Sentiment, Text Mining   

I. INTRODUCTION

Mawkishness investigation is a speedily mounting turf, and it 

endures to progress with the progressions in machine learning 

and NLP methods. Sentiment analysis is also named as 

opinion mining [1] is the approach by which a thorough 

examination has been performed. Here,  

 

 

 

 

different methods & problems of sentiment analysis, sentence 

subjectivity and sentiment classification have  

been targeted. Moreover, a comprehensive investigation on 

sentence subjectivity, aspect based sentiment analysis and 

sentiment lexicon generation have been done and quality 

reviews have been detected. Furthermore, the importance of 

text pre-processing in sentiment analysis is investigated in 

[2]. It proposes to evaluate the impact of various text pre-

processing techniques, such as tokenization, stop-word 

removal, stemming, and lemmatization. The techniques are 

adopted to evaluate the accuracy and performance of 

sentiment analysis models. Moreover, it successfully 

demonstrates the importance of text pre-processing in 

sentiment analysis. The study shows that different text pre-

processing techniques which can have a significant impact on 

the accuracy and performance of sentiment analysis models. 

Furthermore, it also discusses the trade-offs between different 

pre-processing techniques and the best practices for selecting 

and combining them based on the characteristics of the data 

being analysed. On the other hand in convolutional neural 

networks for sentence classification [3], a method for 

sentiment analysis utilising CNNs for sentence classification 

has been proposed. It demonstrated the potential of CNNs for 

sentiment analysis by achieving state-of-the-art results on a 

number of sentiment analysis datasets. Likewise Xiang 

Zhang et al in [4] proposed a character-level convolutional 

network (ConvNet) for text classification, which is more 

efficient and effective than traditional methods that use word-

level or n-gram features. Additionally in Twitter sentiment 

analysis with deep convolutional neural networks, a deep 

convolutional neural network (CNN) [5], which can 

automatically learn useful features from the text and is used 
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for sentiment analysis of Twitter data. Furthermore Xing 

Fang and Justin Zhan's sentiment analysis of product review 

data [6] addresses the fundamental issue of sentiment polarity 

categorization. Amazon.com online product reviews were 

chosen as the source of the study's data for this purpose. The 

suggested sentiment polarity categorization procedure 

includes thorough explanations of each step. Both the review-

level categorization and the categorization at the sentence 

level have been tested here. Likewise Yequan Wang et al 

proposed an attention-based LSTM for aspect-level sentiment 

analysis [7], which can dynamically weigh the importance of 

different aspects in the text. Using various benchmark 

datasets for aspect-level sentiment analysis, the suggested 

technique obtained state-of-the-art performance. According 

to the study of Sentiment Analysis of Twitter Messages using 

Word2Vec by Weighted Average [8] tweets can be classified 

as having positive, negative, or neutral feelings by using 

Word2Vec to turn words into numerical vectors that capture 

semantic meaning. It illustrates how well Word2Vec does 

sentiment analysis on Twitter messages. The research 

demonstrates that Word2Vec-based models can perform 

more accurately than conventional machine learning 

algorithms, especially when dealing with brief and informal 

material like tweets. Likewise in deep learning for sentiment 

analysis [9] Lei Zhang et al introduced various deep learning 

architectures and their applications in sentiment analysis. 

Various sentiment analysis tasks have been shown to achieve 

state-of-the-art results using many of these deep learning 

techniques. 

 On the other hand sentiment analysis of comment texts based 

on BiLSTM [10] proposes an improved word representation 

method. The classic TF-IDF algorithm is improved in this 

research to produce weighted word vectors while 

incorporating sentiment information into the process of word 

representation. In order to effectively capture context 

information, the weighted word vectors are input into the 

bidirectional long short term memory (BiLSTM), which also 

improved the representation of the comment vectors. Feed-

forward neural network classifier used the sentiment trend of 

the comment to determine its classification. The proposed 

sentiment analysis method is compared to the sentiment 

analysis methods of RNN, CNN, LSTM, and NB under the 

same circumstances. The results of the experiment 

demonstrate that the precision, recall, and score of the 

suggested sentiment analysis method are higher. The strategy 

has demonstrated to be effective with high accuracy on 

comments. Furthermore text- based sentiment analysis using 

LSTM [11] aims to investigate the effectiveness of Long 

Short-Term Memory (LSTM) neural networks in text-based 

sentiment analysis. The study proposes to use LSTM to learn 

the semantic representation of words and phrases in a text 

corpus, which can then be used to classify documents into 

positive, negative, or neutral sentiment categories. The 

research demonstrates that LSTM-based models can perform 

more accurately than conventional machine learning 

algorithms and alternative neural network architectures, 

particularly when dealing with long and complicated 

material, such as product reviews or movie reviews. 

Additionally in order to provide researchers with a global 

overview of sentiment analysis and its connected domains, a 

comprehensive survey on sentiment analysis have been 

shown in [12]. Approaches, challenges and trends [12] give a 

thorough assessment of sentiment analysis methodologies, 

problems, and trends. The paper outlines the general 

procedure for this assignment and illustrates applications of 

sentiment analysis. Subsequently, it analyses, contrasts, and 

researches the employed methods to have a thorough 

understanding of both their benefits and disadvantages. Next, 

to elucidate future directions, the difficulties of sentiment 

analysis are highlighted. 

Motivated by above research trends, an alternative method of 

sentiment analysis using human interaction has been 

proposed in this paper by employing the Long Short-Term 

Memory neural network. For word embedding’s and speech 

analysis, Word2Vec and the Ravdess dataset have been used. 

Our methodology uses automatic speech recognition to 

convert audio input into textual representation, which is 

subsequently processed by an LSTM network. The network 

is then trained using a multi-task learning methodology on the 

combined textual and speech data. In order to reduce noise 

noise-reduction algorithm is used which reduces noise in 

time-domain signals like speech, bioacoustics, and 

physiological signals. Overall, the proposed research 

demonstrates insightful information on how organisations 

can use this technology to make data-driven decisions, 

increase consumer engagement, and boost operational 

effectiveness. 

II. SYSTEM MODEL

The generic diagram of an SA has been shown below in Fig 
1.  

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 497



Fig. 1. Block Diagram of Sentiment Analysis 

Fig.1 represents the block diagram of Sentiment Analysis. 

Sentiment analysis, a popular NLP task, involves figuring out 

the underlying sentiment of a text, such as whether it is 

positive, negative, or neutral. When analysing sentiment in 

human interactions, such as social media posts or customer 

reviews, LSTM and Word2Vec are both effective 

technologies that can be used. In this proposed technique an 

attempt has been made to take user input in the form of voice 

or text that is to be analysed for mawkishness investigation. 

The text data is cleaned and pre-processed by removing stop 

words, punctuations, and converting the text into lowercase 

and the Ravdess dataset is used for speech analysis. The 

proposed method then converts the audio input into textual 

format using automatic speech recognition. In order to reduce 

noise in the recorded audio, a noise reduction algorithm is 

used. Additionally the user can also input text in Hindi, 

Bengali and Telugu. The text input is translated back into 

English by DuckDuckGo translation function. Thereafter, 

Word2Vec is used to convert each word in the text data into 

a vector representation. This vector representation is used to 

capture the semantic and contextual meaning of each word 

and then processed through the LSTM network. The LSTM 

model is a deep learning model that is used to learn the 

sequential patterns in the text data. The LSTM model takes 

the word vectors as input and predicts the sentiment of the 

text.The sentiment prediction is the output of the system, 

which is either joy, fear, sadness, anger or neutral sentiment. 

This output is based on the LSTM model's prediction. 

III. PROPOSED STRUCTURE

Three major phases make up the computational framework 

we used for sentiment analysis. First, most relevant features 

will be extracted from the text using text pre-processing. 

Second, developing word embedding using a Word2Vec 

model that has already been trained. Word2Vec is a popular 

method for generating word embedding that represent words 

as vectors in a high-dimensional space. Third, train a LSTM 

network using the sequence of word embedding as input and 

the corresponding sentiment label as output. The LSTM 

network is trained to predict the sentiment of a text document 

based on its sequence of word embedding. All these three key 

stages have been briefly discussed below. 

A. Text Pre-processing

Text pre-processing is an important step in sentiment analysis 

as it involves cleaning and transforming raw text data into a 

format that can be used for further analysis. The pre-

processing steps used in this model are: 

Tokenization: It entails decomposing the text into separate 

words or tokens. 

Stop word removal: Stop words are often used words like 

"the" or "and" that don't offer any relevant information for 

sentiment analysis. Eliminating them can help the text data 

become less cluttered. 

Lowercasing: It is beneficial to simplify the data and reduce 

the amount of unique words by making all text lowercase. 

Stemming and lemmatization: These methods entail breaking 

down words to their most basic components. For instance, the 

words "running," "runs," and "ran" can all be shortened to 

"run." 

Removing punctuation and special characters: This involves 

eliminating any special characters—including commas, 

periods, and other punctuation—that aren't necessary for 

sentiment analysis. 

Overall, text pre-processing is an important step in sentiment 

analysis as it helps to ensure that the data is consistent, 

standardized, and free from noise that can negatively impact 

the accuracy of sentiment analysis models. 
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B. Word Embedding

Word embedding converts words in a lexicon to vectors of 

continuous real numbers as a language modelling and feature 

learning tool. A mathematical embedding from a high-

dimensional sparse vector space to a lower-dimensional 

dense vector space often defines the method. The embedding 

vector's several dimensions each correspond to a word's latent 

feature. The vectors could represent linguistic patterns and 

regularities. Here Word2Vec is used which a common word 

is embedding system applied for producing word embedded, 

which are detailed vector representations of words that 

express their semantic relationships and intended meaning. 

Word2Vec's main objective is to train a neural network to 

anticipate the context in which a given word will appear 

throughout a sizable corpus of text. The resulting word 

embedding is learned in the hidden layer of the neural 

network. Continuous Bag of Words (CBOW) and Skip-Gram 

models are the main types of Word2Vec models. While Skip-

Gram predicts the context words based on a target word, 

CBOW predicts the target word based on its context. Both 

models produce word embedding that reflect the context of 

the corpus's words. Extraction of word embedding for each 

word in the vocabulary is done after the Word2Vec model has 

been trained. The resulting word embedding contain the 

semantic links between words and are often high-dimensional 

vectors. Finally, to obtain understanding of the links between 

words, we have to visualise and analyse the word embedding. 

C. LSTM Model

LSTM stands for Long Short-Term Memory, which is a type 

of recurrent neural network (RNN) that is used in deep 

learning which is capable of handling the vanishing gradient 

problem faced by RNN. To process data, LSTM utilizes 

three gates: the input gate, forget gate, and output gate. 

 They control how data enters and exits the memory 

cell. The first gate is Forget gate monitored by the Input 

gate, and the Output gate. 

 LSTM solves vanishing gradient problem by introducing a 

special memory cell that allows the network to selectively 

forget or remember information over long periods of time, 

hence the name "long short-term memory. The working of the 

LSTM model involves the following steps: 

● Input sequence: An input sequence of vectors, such

as words in a sentence or time series data, is

provided to the LSTM

● Gates: Input, forget, and output gates are the three

gates that make up an LSTM network. The

movement of information into and out of the 

memory cell is regulated by these gates network. 

● Memory Cell: A memory cell in the LSTM network

has a long-term information storage capacity. Based

on the input sequence and the gates, the memory cell

is updated.

● Input gate: The input gate determines which data

should be saved in the memory cell from the input

sequence. For each element of the input sequence, it

returns a value between 0 and 1, taking as inputs the

input sequence and the previous hidden state.

● Forget gate: The memory cells forget gate

determines which data should be erased. It outputs a

value between 0 and 1 for each component of the

memory cell after receiving the input sequence and

the previous concealed state.

● Output gate: The output gate determines what data

should be generated from the memory cell. It outputs

a value between 0 and 1 for each element of the

memory cell after taking the input sequence and the

previous concealed state as inputs.

● Hidden state: The input sequence and the gates are

used to update the hidden state of the LSTM

network. The output is predicted using the hidden

state.

IV. SIMULATION RESULTS

The results obtained from simulation technique of the 

proposed approach have been presented in this section. The 

simulation has been performed using LSTM and Word2Vec. 

The project's objective is to develop a sentiment analysis 

system that utilises human interaction and, offers multi-

language support along with speech recognition, and noise 

reduction. Samples from the accessible datasets have been 

gathered in order to accomplish this. To begin with, the 

architecture tokenizes each word as soon as it receives input. 

Every sentence has been broken down into a number of 

equivalent words with padding. Following that, Word2vec 

was used to embed each word. Additionally in order to 

provide multi language support we have used DuckDuckGo 

translation function. The accuracy and loss of the model has 

been shown in Figure 2. 
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 Fig. 2 Model accuracy and loss with 14 epochs 

In sentiment analysis using LSTM and Word2Vec, the model 

accuracy and model loss graph are important metrics to 

evaluate the performance of the model.The model accuracy 

graph shows how well the model is performing on the test 

data over time. It is a plot of the percentage of correct 

predictions made by the model over the total number of 

predictions made, as a function of the training epochs. 

Generally, we expect the accuracy to increase as the model 

learns and improves its performance, although it may 

fluctuate depending on the complexity of the task and the size 

and quality of the dataset. 

The model loss graph, on the other hand, shows the amount 

of error made by the model during training. It is a plot of the 

loss function, which is typically a measure of how well the 

model's predicted values match the actual values in the 

training set, as a function of the training epochs. We expect 

the loss to decrease as the model learns and improves its 

performance, as it tries to minimize the difference between 

predicted and actual values. Further in table 1 & 2 the 

performance of the propose technique has been exposed. 

Table 1. Emotion Prediction on Random Sentences 

Message Prediction Time (in sec) 

I am so happy that you are here Joy   5.77 

I was sad when I lost my toys Sadness   4.38  

The movie was so creepy Fear   5.22 

It really gets on my nerves Anger   4.33 

They speak English at work Neutral   5.01 

Table 2. Emotion Prediction & Translation on Random Sentences 

  Message Language 

detected 

  Translation Prediction Time(in 

sec) 

আমি খুব খুমি যে 

আপমি এখানি 

এনেনেি 

Bengali I'm so glad 

you're here 

   Joy 7.67 

मुझे उसका व्यवहार 

पसंद नह  ंआया 

Hindi I didn't like 

his behavior 
Anger 8.65 

அவரக்ள் 

வவலையிை் 

ஆங்கிைம் 

வேசுகிறாரக்ள் 

Tamil They speak 

English at 

work 

Neutral 8.51 

From the above table it has been observed that our model has 
accurately classified text data into different sentiment 
categories such as joy, sadness, fear, anger or neutral. 
Although we expect the model to have a high accuracy in 
predicting sentiments but the accuracy of the model depends 
on the complexity of the task. Further our model also provides 
multi-language support as shown in table 4. The multilingual 
support refers to the ability of the model to perform sentiment 
analysis on text data in different languages. This is 
particularly important in today's globalized world, where text 
data in multiple languages is generated and analysed. 

V. CONCLUSION

In this paper, we proposed a sentiment analysis model using 

LSTM with Word2Vec and Ravdess data that provides multi-

language support and voice recognition with noise reduction 

capability. The proposed model accurately detected 

sentiments on the testing data, indicating that it is effective in 

classifying sentiment in speech recordings and text input. The 

LSTM model is used to capture the temporal dependencies of 

the text data, while the Word2Vec model is used to represent 

the semantic meaning of words in a high-dimensional space. 

The integration of these two models allows for effective 

sentiment analysis across multiple languages. Additionally 

the noise reduction algorithm significantly improves the 

accuracy of the model in noisy environments. Further work 

could be done to evaluate the model on other datasets and to 

explore other types of word embedding’s for sentiment 

analysis tasks. Overall, the proposed model has the potential 

to be applied in a wide range of industries, such as social 

media monitoring, customer feedback analysis, and market 

research. The proposed work could be further extended either 
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by incorporating newly developed algorithms or by 

developing model for foreign languages. 
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Abstract— This paper explores the work-life balance experiences 

of women academicians in the academic setting. It is found that 

women academicians face multiple challenges in achieving work-

life balance, including long working hours, heavy workloads, 

inadequate support systems, and gender bias. This paper highlights 

the need for institutional support, policy changes, and cultural 

shifts to enhance work-life balance for women academicians. A 

literature review was conducted of the extant literature on the topic 

Work life balance of women. The aim is to find out various factors 

that can affect the work-life balance of women in academics and 

some of the actions that can help build the work-life balance of 

women academicians. The literature suggests that institutions 

should provide adequate support systems such as flexible working 

arrangements, childcare facilities, and mentoring programs to assist 

women academicians in achieving work-life balance. The study 

contributes to the growing body of literature on worklife balance 

and women academicians by consolidating the present literature; it 

also provides insights for policymakers, institutions and women 

academicians. 

Keywords— Work-life balance, academicians, women, institutions 

Introduction 

What is Work-life balance? 

Work-life balance is described as the "extent to which an 

individual is equally involved in — and equally satisfied with — 

his or her job function and family role" by Greenhaus, et al., 

(2003). The topic of work-life balance has many facets. It is 

difficult and sometimes seems impossible to maintain a balance 

between personal, family, domestic, and social obligations and the 

time, effort, and work demands. The workplace almost always 

takes precedence over one's personal life, frequently in a negative 

way. (Margaret, 2011) urges the constant need for workers to 

multitask causes a great deal of stress, which negatively affects 

both the worker and their families. (Jillard, 2019) says the concept 

of employees' efforts to balance work, family, and other essential 

aspects of their lives is supported by the concept of work-life 

balance. The concept of work-life balance further refers to striking 

a balance between the amount of time and effort a person devotes 

to their work and personal lives, including their friends, hobbies, 

and interests. According to (Sudhir, 2013) a person with a work-

life balance participates satisfactorily in all of their life's 

responsibilities. It refers to the authority one has over the duties 

performed for their institutions, friends, family, and oneself. 

(M.Akif & Orkide, 2017) believe an individual's achievement of 

achieving work-life harmony is known as work-life balance. It 

creates a happy balance between a worker's top priorities at work 

and in their personal life.  

The goal of establishing a work-life balance is to maintain a 

healthy, happy lifestyle that enables people to be productive at work 

while still having time and energy for other activities that are 

important to them. It is crucial for reducing stress and preventing 

burnout, which can have negative effects on one's physical and 

mental health importance of Work-life Balance in the Life of 

women academicians  

Importance of Work-life balance in the Life of women 

academicians 

Maintaining work-life balance is a very crucial aspect of every 

professional’s life. A person without a proper work-life balance will 

feel enslaved and gradually breaks down. A balance between 

professional and personal life is always required for better physical 

and mental health, improved productivity and cordial relations with 

family and colleagues.  Arvind (2013) in his paper suggested that if 

there is no such balance, a person will soon lose interest in and will 

feel enslaved by her work and responsibilities. Work-life balance 

enhances the productivity of human resources. One may refuel and 

bring new energy to work by taking pauses, getting enough sleep, 

and making time for hobbies and social activities. Constantly doing 

the same work will restrict one from thinking of innovative ideas 

and ultimately affect individuals' job satisfaction. So, preserving a 

healthy work-life balance is essential for general well-being and can 

result in greater physical and mental health, more productivity, and 

stronger ties both at work and outside of it. 

Women in Academia 

Tashafi (2021) in her report on the Logical Indian suggests about 

37% rise in women academicians have happened in the last five 

decades. Women entering academia and making significant 

contributions to their fields have significantly increased over the 

past few decades. Women have made significant contributions to 

mentoring, teaching, and research in academia. They have made 

significant contributions to knowledge in a wide range of fields 

and have contributed to academic work with novel perspectives 

and methods. Shachi, (2016) encourages the competitive nature of 

women in a wide range of professions. However, despite the 

progress that has been made, women in academia continue to face 

obstacles like pay inequality, gender bias, and a lack of 

advancement opportunities. Anshu & Vishal (2014) emphasized 

that working women may struggle to strike a balance between their 

personal and professional life. Working women deal with several 

difficulties both at work and at home. They are expected to manage 

effectively and completely both the ends. As a rule, ladies likewise 

face one-of-a-kind difficulties connected with offsetting their 

scholastic professions with family obligations. In general, the role 

that women play in academia is crucial to the development of 

novel approaches to complex problems and the advancement of 

knowledge. 

Factors Affecting the Work-life Balance for women in 

Academia 

Both men and women are responsible for their responsibilities, and 

the topic of women academicians’ work-life balance has grown in 

importance. Women academicians’ efforts to balance work, family, 

and other essential aspects of their lives are supported by the 

concept of work-life balance. (Jillard, 2019). In recent years, 

women in academia have made significant progress, but they still 

face a lot of challenges and obstacles. Certain factors still act as a 

barrier in their professions. Factors which mainly affect the Work-

life balance of women academicians are discussed below: 

• Restricted access to flexible work arrangements:  Women

academicians may not have as much access to flexible work

arrangements as men do, which can make it difficult for

them to balance their academic responsibilities with their

duties. According to Sangita & Khaleda, (2022), during the

time of covid19, while working in a work-from-home

mode, female academicians often struggled with managing

their time and meeting their work deadlines in response to

the pandemic, all universities now provide online learning,

enabling instructors to participate in lectures and other

class-related activities from the comfort of their homes.

When they are at home, they are in charge of many

household tasks, including cooking, cleaning, and child

care. Many private institutions require their professors to

work from home, take a lot of classes, and not always get

the time off they require. Nevertheless, they are too

preoccupied at home to concentrate on their employment,

further education, research, or other endeavours.

• High work pressure and time constraints:  Women in

academia may face high work pressure and time constraints,

which can make it difficult to combine their job and

personal obligations. Women are expected to fulfil their

responsibility both at home and workplace. They are

expected to perform well at both ends which result in

increased pressure and workload for them. Vishnukanth, et
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al., (2022) quoted that women's ability to combine work and 

life is in danger as pressures at both places have increased. 

As they need to take care of both their professional and 

family life, they often suffer from time constraints. They do 

not get enough time to complete their job which ultimately 

results in the deterioration of their mental stability.   

• Limited access to Child care: Women may struggle to

locate reliable, cheap childcare, which makes it challenging

for them to reconcile their academic obligations with child

care. All mothers, particularly working mothers, are

concerned about child care. Even though women are

entitled to six months of maternity leave, this is not enough

time to properly take care of a child. Shukria (2021) quoted

that working mothers, struggle to maintain their personal

and professional lives. Children under the age of two

always need their mothers. Only a small number of public

and private institutions have recently begun offering

childcare facilities to staff members.

• Workplace norms: Because academic culture tends to

prioritise work over personal life, women may struggle to

strike a healthy work-life balance. The majority of faculty

members experience stress as a result of role clarity, co-

worker support, and head support. Madhusudhan &

Nagaraju (2013) says it is often found that women professor

suffers from gender biases. A hostile work atmosphere and

diminished career opportunities can result from sexual

harassment and discrimination, which is especially a

problem for women in academia. Women in male-

dominated sectors are especially at risk because of

stereotypes and biases about their aptitude and

appropriateness for the job. Even though women now

outnumber men in college and university enrolment, they

are still underrepresented in many academic fields. In many

cases, women are paid less as compared to men for the

same work, and may not have opportunities for a salary

negotiation process. All these structural and cultural barriers

in Institutions often take a toll on women and they may feel

deserted by all such inequalities. Equations

• Difficulty in transportation: As we already discussed that

women often suffer from time constraints as they need to

fulfil dual commitments at home and the office. In metro

cities and nearly all of India's major cities, distance and

traffic are significant time-consuming factors that impair

commuters’ mental and physical capabilities (Leena &

Sudhir, 2012). As a result, the time spent in commute will

further increase their time constraints which will lead to the

failure of their duties. Difficulty in commute affects both

the physical and mental well-being of women professionals.

Actions that can improve the Work-life balance of women 

academicians 

The well-being of women academicians depends on improving 

their work-life balance. As per the literature reviewed, certain 

actions can be taken to improve the work-life balance of women 

academicians. 

• Flexible Work Hours: As women are comparatively

more responsible for fulfilling the family and

organisation’s expectations, organisations need to

provide them with flexible work timing so that they can

set their priorities and manage their responsibilities

properly.

Saminathan (2017) suggested that by providing flexible

work hours, institutions may attract, keep, and encourage

their workforce. Women academicians may get benefits

from job sharing, flexible work hours, part-time 

employment and flexible work arrangements. Also, this 

would aid workers in striking a better balance between 

work and leisure activities. Flexible work schedules can 

decrease absenteeism and will help women professionals 

to maintain a healthy work-life balance.  

• Job sharing: It is important in any Institution that there is a

scope for sharing jobs and responsibilities among peers.

Women can be highly benefited if such a scope was there.

Institutions should work upon such things which will

generate a feeling of togetherness among their employees.

• Strong work environment culture: Women professionals

can achieve a better work-life balance by fostering an

environment at work that values both life and work

harmony. Nimalathasan, et al., (2010) identified four factors

that influence the quality of work-life practices. These four

factors include job benefits for families, physical safety,

equal pay for work, and outside creativity. The institution

should work on making such norms and policies.

Implications of such policy could help academic

professionals to achieve a quality work life. It is found that

academic professionals should be offered job security, a

pleasant working environment, research facilities, and

opportunities for overall career advancement at universities.

By removing actions like gender biasedness and ensuring

gender equity, Institutions can certainly win the trust of

their women workers and once they are fully comfortable,

their productivity will automatically increase fuelling the

betterment of institutes.

• Motherhood benefits: According to the Maternity Benefit

Act, of 1961, female professionals were provided maternity

benefits before and after their deliveries. This may not be

enough for women. Because every kid requires the mother’s

care for at least 2 years. Institutes need to make sure that

mother professionals are getting all the benefits that have

been granted by the government of India. Women

academicians should be given more care during their

pregnancy. Post-delivery of the child, HR should make

arrangements like flexible work hours, maternal leaves and

hygienic working conditions so that professionals can fulfil

both maternal as well as institutional responsibilities

smoothly.

• Miscellaneous facilities: Institute can arrange for some

recreational activities, counselling sessions, team lunches

and cab facilities for their daily commute. This encourages

employees to work well and creates a sense of

belongingness for the institute. This will create a healthy

work environment and generate job satisfaction among its

employees.

• Self-Care: Women academicians can live better by

prioritizing self-care activities like physical exercise, yoga,

meditation and time for self-interest. By doing so they may

be able to better manage their workload and achieve better

work-life balance

To achieve a better work-life balance, individual efforts and

the support of institutions are required. Women academicians and 

institutions can work together to put these measures into action and 

find a better balance between work and personal life. 

Implications of this study 
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The paper aims to reflect on the importance of Work-life balance 

in the life of women academicians. The aspects that have been 

discussed if properly implicated then it will work for benefits for 

both institutions and women employees. 

Implementation benefits from the Institutions’ point of view: 

• Added Efficiency: If institutions help women employees

to have a better work-life balance then they will

automatically get engaged, energized and motivated

which will help to increase the efficiency of work

resulting in benefits for institutions.

• Improved Retention: When women academicians feel

that they are having a good work-life balance and the

institution cares not only for them but also for their

family then they will automatically stay in the institution

for a longer period. This will solve the problem of high

attrition and will reduce the cost of the recruitment

process

• Improved health condition/decreased absenteeism:

Women academicians who have a better work-life

balance are less likely to suffer from burnout, stress, and

other health problems. Because of this, there might be

less absenteeism, fewer sick days, and a happier

workplace.

Implementation benefits from the women academician’s point of 

view: 

• Improved mental well-being: Women academicians may

feel improved mental health as a result of achieving a

proper work-life balance.

• Enhanced productivity: Women academicians can

perform effectively and productively if they have self-

control over their work schedule and can prioritize their

daily work

• Healthy working environment: Women academicians

may experience higher rates of job retention if they can

achieve a better work-life balance which will ultimately

generate a sense of ownership for their own Institution.

Women academicians can be benefited from a better

work-life balance through a supportive work

environment, gender equality and healthy work culture

which in turn can lead to a more satisfying life outside of

work.

Fig A 

Representation of factors & influence of quality work life on 

women professionalsSelf-generated diagram inspired by Leena & 

Sudhir, (2012), Saminathan (2017) 

Fig A shows a flow of outcomes that can be generated when the 

work-life balance of women academicians is achieved. With proper 

support from the institution and family, an academician with a 

proper work-life balance will have both personal and professional 

growth. Professional growth will lead to a better work culture, 

productivity, and ownership which in turn will lead to the growth of 

the organization. Personal satisfaction will lead to a healthy mindset 

which will ultimately generate job satisfaction and happy life 

Overall, the lives of women academicians can be greatly improved 

by creating a better work-life balance, thus institutions and people 

must give this area of their lives a top priority. 

Conclusion 

In a nutshell, institutions can work along with its women 

academicians to draw a line between their personal and professional 

lives because doing this not only makes them feel comfortable but 

also makes them more efficient and productive in the classroom. By 

adopting some practical techniques and taking care of themselves, 

they can maintain a healthy balance between their personal and 

professional lives and lead lives that are fulfilling and content. 

Institutions should also prioritize the physical and mental well-

being of their women academicians. By fostering a positive work 

environment, institutions can reduce women’s academic stress, 

burnout, and turnover rates while also increasing their job 

satisfaction and productivity. Institutions play a crucial role in 

supporting women academicians, who must also prioritize work-life 

balance. By providing resources and encouraging a positive work 

environment, institutions can assist women academicians in 

achieving a better work-life balance. Performance and job 

satisfaction follow with a healthy work life balance.  
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Analysing Lazy Machine Learning Algorithms for Effective 

Health Care Monitoring 

 Gargi Biswas 1 , Prasenjit Kundu 2 , Anupam Bhattacahya 3 

Abstract 

Numerous physiological and electrophysiological parameters of human body are the key 

indicators for effective monitoring the human health. Machine learning tools and techniques 

are one of the promising area for health care to help medical professionals care for patients and 

manage clinical data. In this paper, use of mathematics in machine learning is studied and 

explained taking a case of heath care dataset as a reference point. The emerging instance based 

or lazy machine learning algorithms are analysed in this study using a scenario of health care 

dataset on various parameters and results are discussed in the light of mean absolute error, 

keppa statistics, cross validation, confusion matrix, accuracy rates etc. The study also attempt 

to explore the benefits of analytical tools for building mathematical models for health care 

decision making prospective. 

Keywords: Machine Learning, Keppa Statistics, Confusion Matrix, Mean ,Heath Care 

Introduction 

 Health is the top most priority of human civilization. Recent trends in this regard is to 

analyse patient’s electronic health records for better clinical diagnosis and treatment plans. 

But, heterogeneous medical data analysis, complex and unpredictable human body 

parameters are difficult to handle and collate [1]. Machine Learning can be very effective in 

such cases for analysing huge and diversify health statistics. With the abundance of this data, 

it has become increasingly feasible to adopt algorithmic approaches to the running of 

hospitals . Both supervised and unsupervised and the well know forms of Machine learning 

[2] for addressing many real life scenarios [3]. Modelling complex input/output relations

often requires the adoption of global nonlinear models, whose learning procedures are

typically slow and analytically intractable. In particular, validation methods, which address

the problem of assessing a global model on the basis of a finite amount of noisy samples, are

computationally prohibitive. For these reasons, in recent years, interest has grown in pursuing

Instances of the divide-and-conquer approach [4] are local modeling techniques. These

techniques do not fit the whole dataset but perform the prediction of the output for specific

test input values, also called queries. For that purpose, the database of observed input/output

data is always kept in memory and the output prediction is obtained by interpolating the

samples in the neighbourhood of the query point on Waikato Environment for Knowledge

Analysis(WEKA) computing platform. Weka[5] is a collection of machine learning

algorithms for data mining tasks. It contains tools for data preparation, classification,

regression, clustering, association rules mining, and visualization.

Research Methodology 
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The objective of this study is to attempt  analysing  features of patient dataset using various 

Lazy and instance based machine learning algorithms through WEKA and attempt to find out 

the trade-offs among them in the light of mean absolute error, Keppa statistics, confusion 

matrix, accuracy rates etc. We have use lazy algorithms instead of using traditional eager 

algorithm for our analysis because in many case of dynamic nature of datasets, lazy learning 

approaches will be most suited [6]. 

In this paper, a health dataset consisting of 3772 records with 30 different features are taken as 

a case which represents various mental and physical states of the patients. The dataset loaded 

and analysed through WEKA classification tab keeping same input such as cross validation, 

percentage split of dataset for getting more insight of each of following three lazy /instance 

based algorithm and the result are deficit in figures 1, figure2 and figure3 respectively. 

 IBK or K-nearest neighbours classifier. Can select appropriate value of K based on

cross-validation. Can also do distance weighting.

 K* is an instance-based classifier, that is the class of a test instance is based upon the

class of those training instances similar to it, as determined by some similarity function.

It differs from other instance-based learners in that it uses an entropy-based distance

function.
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 Locally weighted learning. Uses an instance-based algorithm to assign instance weights

which are then used by a specified Weighted Instances Handler.

Result and Discussion 

     With the same no of folds, percentage of split of data and other parameters, we found that 

for each of the aforesaid variety of lazy learning algorithms different summery statistics are 

obtained as depict in table 1:   
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 Table 1  Figure 4. 

We can able to conclude among the aforesaid lazy learning algorithms, a poorly chosen value 

for k may result in a mis-representative idea of the skill of the model, such as a score with a 

high variance (that may change a lot based on the data used to fit the model), or a high bias, 

(such as an overestimate of the skill of the model). We also found that the accuracy rate in case 

of such lazy learning algorithms and much effective many cases as shown in Figure 4 with red 

arrow marking. 

Limitation and Future Scope 

The study found that adopting lazy mathematical machine learning having benefits that target 

function will be approximated locally and thus able to simultaneously solve multiple problems 

and deal successfully with changes in the problem domain. 

On other side, there are certain limitation as well while using Lazy machine learning algorithms 

such as they usually requires large space to store the entire training data and also a bit slower 

to evaluate the result and if the training data size is larger than it may entail increased cost too. 

The authors are hopeful that more dense research will carried out in future in this domain for 

building  hybrid lazy algorithm based  mathematical model design which can addressed various 

insights and correlations among of health parameters for effective diagnosis and  treatments. 
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Abstract—ESG investing has gained significant momentum 

in recent years, including in India with documented growth of 

468 percentage in the last three years. This study aims to 

understand how India is performing on the ESG framework 

and compare its position compared to other countries in the 

world. In addition, a detail in depth analysis has been done to 

check industry or sector specific performance of companies 

with respect to Environmental, Social and Governance factors 

of the ESG framework. The study is based on a sample of 

companies selected from Nifty100 which have ESG ratings. The 

findings suggest that IT, FMCG, Banking & Financial sectors 

are the prominent sectors among top 97 companies in India 

which are ESG rated by CRISIL. Indian industries are making 

progress in integrating ESG considerations into their 

operations, but there is still room for improvement, particularly 

in addressing social and governance issues. With the increasing 

focus on ESG by investors and regulators, Indian companies 

are expected to continue to prioritize sustainability and 

responsible business practices. Alongside, Government should 

encourage and incentivize companies to adopt ESG practices 

through regulatory frameworks so that socially responsible 

investing come on the forefront which will help India towards 

achieving the Sustainable Development Goals. 

Keywords—ESG, Profitability of firm, Impact Investing, 

SDGs, Socially Responsible Investing, Sustainability 

I. INTRODUCTION

ESG stands for Environmental, Social, and Governance, 
and it refers to a set of criteria that investors use to evaluate 
companies and make investment decisions. 

Environmental criteria refer to a company's impact on the 
environment, including factors such as its carbon emissions, 
waste management practices, and energy efficiency. Social 
criteria include a company's relationships with its 
employees, customers, suppliers, and the communities in 
which it operates. Governance criteria refer to the internal 
policies and procedures that govern a company, including 
factors such as executive compensation, board composition, 
and shareholders’ rights. 

ESG investing is becoming increasingly popular as 
investors seek to align their investment portfolios with 
their values and make investments that have a positive 
impact on the society and environment. Many 
companies are also recognizing the importance of ESG 
factors. They are working to improve their performance 
in these areas to attract socially conscious investors and 
improve their overall sustainability and impact. 

parentheses, following the example. Some 
components, such as multi-leveled equations, graphics, 
and tables are not prescribed, although the various table 
text styles are provided. The formatter will need to 
create these components, incorporating the applicable 
criteria that follow. 

II. BACKGROUND

The earliest example of ESG investing was the 
Quaker community's ban on investing in the slave trade 
in the late 1700s. In the 1960s and 1970s, the modern 
ESG movement began to take shape with the rise of 
shareholders’ activism. In the 1980s, several socially 
responsible investment funds were launched, allowing 
individual investors to invest in companies that aligned 
with their values. In the 1990s, ESG investing expanded 
to include environmental and governance issues, with 
investors demanding greater transparency and 
accountability from companies. The UN Global 
Compact was launched in 2000, calling on companies to 
adopt sustainable and socially responsible policies. 

In recent years, ESG has become an important 
consideration for investors worldwide, including the 
Indian market. India has taken significant steps towards 
promoting ESG practices and sustainability in recent 
years. The Securities and Exchange Board of India 
(SEBI) has issued guidelines for listed companies to 
disclose their ESG initiatives, and the National Stock 
Exchange of India has launched an ESG index to track 
the performance of companies with high ESG scores. 
Several Indian companies have also taken steps towards 
implementing ESG practices, including investing in 
renewable energy, reducing carbon emissions, and 
promoting diversity and inclusion in their workforce. 

However, there is still room for improvement in the 
Indian market with respect to ESG practices. Some 
challenges include a lack of standardization and 
consistency in ESG reporting and limited availability of 
ESG data for smaller companies. 

III. LITERATURE REVIEW

The Sustainable Development Goals (SDGs) aim to 
transform the world by addressing multiple challenges 
holistically. However, interactions among the goals can 
lead to both synergies and trade-offs, which can vary 
across countries as shown by the studies of Pradhan, P., 
Costa, L., et al., (2017). Positive correlations between 
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indicators were found to outweigh the negative ones in 
most countries, with SDG 1 having the most synergistic 
relationships and SDG 12 being associated with the 
most trade-offs. To achieve the SDG agenda, identified 
synergies must be leveraged, and trade-offs need to be 
negotiated and made non-obstructive through structural 
changes as shown. Sustainable Investments (SI) is a 
sub-system of SDG. Multiple studies have shown its 
impact over the years. 

Jain, M., Sharma, G. D., et al. (2019) had explored 
whether sustainable investment alternatives provide 
better financial returns than conventional indices, 
analyzing the performance of various indices from 
developed and emerging markets. The study finds that 
there is no significant difference in the performance 
between sustainable indices and traditional conventional 
indices, making them a good substitute. The results 
suggest that investment managers should consider both 
types of indices to diversify risk and corporate 
executives can use them to benchmark their 
performance against peers. Sustainable Investment is a 
broad term constituting ESG investing, ethical or 
negative exclusions, and positive inclusions/impact 
investing. The focus is kept on ESG and its related 
investments. Friede, G., Busch, T., et al., (2015) in their 
study provided an exhaustive overview of over 2200 
academic research studies on the relationship between 
ESG criteria and corporate financial performance 
(CFP). The results show that roughly 90% of studies 
find a non-negative ESG–CFP relation, with the 
majority reporting positive findings. The study 
highlights that the positive impact appears stable over 
time, and promising results are obtained for different 
asset classes and regions, such as emerging markets, 
corporate bonds, and green real estate. Further studies 
have been done by various researchers and some 
breakthroughs have been identified and recorded, a few 
of which are examined and analyzed below for a deeper 
understanding of the subject. 

Brooks, C., & Oikonomou, I. (2018) conducted 
survey literature on environmental, social, and 
governance disclosures and performance and their 
effects on firm value, highlighting stylized observations 
and knowledge gaps while outlining potential future 
research agendas. It concludes from 45 years of 
empirical research, including that ESG disclosures are 
associated with better ESG and firm performance, and 
there is a positive but modest link between CSP and 
financial performance at the firm level. The paper also 
introduces other papers in a special issue of the British 
Accounting Review. Yu, X., & Xiao, K. (2022) 
investigated the impact of ESG performance on firm 
value by examining a sample of Chinese A-share listed 
companies from 2010-2019. The study constructs an 
ESG-scoring framework to evaluate firms' ESG 
composite performance and their performance on the 
three individual dimensions. The study finds a positive 
association between ESG composite score and firm 
value, supporting the stakeholder theory, and the 
positive impact of environmental and social 
performance on firm value, with a mixed relationship 
between corporate governance and firm value. The 
study also examines the heterogeneity of the 
relationship between ESG and firm value between state-

owned and non-state-owned enterprises and between 
key pollution-monitored enterprises and non-key 
pollution-monitored enterprises. Economies can be seen 
benefiting from adopting the new ESG principles over 
traditional ones. Wong, W. C. et al., (2021) studied the 
impact of ESG certification on Malaysian firms and 
found that ESG certification results in a lower cost of 
capital and a significant increase in Tobin's Q. These 
findings are consistent with existing research and 
suggest that firms in emerging and developing nations 
can also benefit from pursuing an ESG agenda. Overall, 
the study supports the benefits of ESG for stakeholders. 

So far as linking ESG concept of investment with a 
firm’s profitability and value is concerned, there are 
mixed opinions. Aydoğmuş, M., Gülay, G., et al. (2022) 
examined the impact of ESG performance on firm value 
and profitability using data from 1720 firms from 2013 
to 2021. Their findings proved that ESG performance 
has a positive and highly significant relationship with 
firm value and profitability, with social and governance 
scores having the strongest relationship with firm value. 
There are suggestions that investors may be attracted to 
companies with high ESG scores and that corporate 
managers and policymakers should focus on ESG 
initiatives. Tahmid, Hoque, et al., (2022) showed the 
impact of ESG initiatives on firm value and 
performance using a 12-year panel data set of 180 listed 
firms from 22 countries. The findings suggest that ESG 
initiatives related to the workforce, human rights, and 
community are given more importance, followed by 
environmental and governance initiatives. The study 
also shows that ESG initiatives have a significant 
positive impact on firm value and performance, but sub-
components such as social, environmental, and 
governance pillar scores have varying effects. The study 
provides important implications for researchers and firm 
executives in effectively allocating and utilizing firm 
resources. 

CSR is a part of ESG and is explored in the next 
studies as well as Category-3 funds. Cat3 firms have 
stable gross profit margins, higher return on capital 
employed, and lower debt/equity ratios as shown by 
Sinha, K. S. (2012). A positive relationship exists 
between CG score and firm value, and Cat3 firms have 
higher market valuations. Improving CG practices can 
lead to higher market valuation, and a threshold effect 
indicates that only firms above a certain governance 
level receive a premium. De Lucia, C., Pazienza, P., et 
al., (2020) explored the relationship between ESG 
practices and financial performance in 1038 public 
companies in Europe using machine learning and 
logistic regression models. The findings suggest a 
relationship between ESG variables and financial 
performance indicators such as ROE and ROA, with a 
focus on environmental innovation, employment 
productivity, diversity, and equal opportunity. The 
study indicates that CSR policies and practices can 
implement sustainable development policies in public 
enterprises, which align with the European New Green 
Deal and circular economy policies. An exhaustive 
study on the relationship between ESG factors and 
corporate financial performance (CFP) of East Asian 
firms in the Industrial sector was done by Naimy, V., El 
Khoury, R. et al., in 2021. The study found that ENV, 
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SOC, and GOV have different effects on CFP measures 
and that ESG has a nonlinear relationship with CFP, 
with either a concave or convex shape. There is 
evidence that suggests that investment decisions in ESG 
should be carefully planned and implemented, and a 
shift in the mindset of managers towards better ESG 
development is necessary for long-term fiscal 
advantage. However, the mixed results may be due to 
the price-oriented behavior of emerging market 
consumers, managers' resistance to change, and the 
voluntary nature of ESG disclosures in emerging 
countries. The study by Huang, D. Z. (2021) discusses 
the relationship between environmental, social, and 
governance performance (ESGP) and corporate 
financial performance (CFP), based on a systematic 
review of 21 meta-analytical studies. The findings 
suggest a positive but economically modest relationship 
between ESGP and CFP, with environmental ESGP 
having a stronger association than social or governance 
ESGP. However, the motivations for ESG activity may 
be mixed, creating theoretical and methodological 
issues in identifying the ESGP-CFP relationship being 
tested in empirical studies, which requires further 
conceptual work to understand the motivators and 
processes of ESG within the firm's broader strategy and 
priorities. ESG affects the valuation and performance of 
companies through transmission channels, with multi-
dimensional processes, lower financial impact, and 
longer-term effects than classical factors like 
momentum. ESG ratings typically last for several years, 
making them a suitable long-term policy benchmark as 
Melas, D., Nagy, Z et al., have researched. Landier, A., 
& Lovo, S. (2020) presented a general equilibrium 
model of a productive economy with negative 
externalities and analyzed the strategy of an ESG fund 
that aims to maximize social welfare despite selfish 
agents who do not internalize externalities. The ESG 
fund can raise assets and improve social welfare by 
forcing companies to partially internalize externalities 
through industry allocation and pollution limits. The 
fund applies for a pecking order by prioritizing 
investments in industries where inefficiency induced by 
externalities is acute and capital search friction is strong 
and can amplify its impact by focusing on a single 
industry and imposing restrictions on its suppliers. The 
paper suggests that ESG investing should coordinate on 
common standards, prioritize a few sectors of 
intervention, focus on less liquid markets, and assess 
impact beyond carbon footprint. Finally, the 
government can act as ESGF by setting optimal 
constraints on firms when public capital is needed by 
private actors. Amel-Zadeh, A., & Serafeim, G. (2018) 
discussed the importance of understanding how the 
materiality of ESG information varies across countries, 
industries, and firm strategies. They also explored the 
different reasons why investors use ESG information 
and the potential implications for investment 
performance. The study highlights the need for better 
comparability of ESG information and the importance 
of developing measures of different ESG styles to 
understand their consequences for investment 
performance. Finally, it examined the potential impact 
of increasing positive screening and active ownership 
on firms' financial performance and governance. 

From an extensive literature survey, the impact of 
ESG on the market, factors that drive investing 
decisions of investors, and how portfolio diversification 
can be done are discussed above. For Indian market, 
there are very few studies available. 

Dalal, K. K., & Thaker, N. in 2019 showed that 
Indian companies with higher ESG scores are better 
financial performers, as measured by both accounting 
and market measures. This has practical implications for 
investors, regulators, and policymakers, indicating a 
preference for sustainable business models and sound 
governance practices. However, there are limitations to 
the study, including the lack of standardization in ESG 
reporting and the possibility of other variables affecting 
financial performance. In the context of the Indian 
economy especially targeting the energy sector Behl, 
A., and Kumari, P (2022) explored the relationship 
between ESG (Environmental, Social, and Governance) 
practices and firm value in the Indian energy sector 
from 2016-2019. It contributes to the existing literature 
by examining the time- varying and industry-based 
aspects of the relationship. The study finds that 
sustainable practices can benefit corporations in 
multiple ways in the long term, but immediate returns 
should not be expected. 

To sum up, the existing literature hints at overall 
positive results regarding the impact of ESG investment 
on firm value, profitability, and market return in various 
industries from varied regions, except a few studies 
which have come up with neutral results. But one 
apparent fact has come into notice that the concept of 
‘ESG’ itself is very new and at its nascent stage in the 
Indian economy. Therefore, the present study aims to 
understand the present scenario of ESG investment in 
India and its position at the global platform. In addition, 
an industry specific analysis will be done to examine 
the performance and participation of various sectors 
with respect to ESG scores. 

IV. OBJECTIVES

a) To study the present scenario of ESG investment in

India and India’s position in the globe. 

b) To analyze the different sectors/industries in

India with reference to their ESG performance. 

V. RESEARCH METHODOLOGY

A. Sample selection

Judgmental sampling technique is adopted for screening

the companies. For representing Indian Market, the focus is 

kept mainly on the large cap companies which are currently 

operating in the Indian market with substantial market 

capitalization. Selection criteria are as followed 

 The large-cap companies which have Market

Capitalization > 20,000 Cr.

 The companies must be ESG certified and listed.
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In the first stage, 100 publicly listed companies are 
chosen from the NIFTY 100 which is a group of the top 
100 companies in India. Out of those 100 companies, it is 
found that 97 companies are ESG certified as per CRISIL 
ESG database. So finally, 97 companies are selected as 
sample. 

B. Data collection

The present work is based on secondary data which
have been collected from various published reports, 
government websites, and CRISIL 2022 ESG report has 
been considered for sector specific analysis. 

CRISIL is known to provide one of the most 
comprehensive ESG datasets in the market, which is 
updated up to 2022. It evaluates the ESG performance of 
firms based on three pillars, each with different criteria: 
Environment (including emissions, innovation, and 
resource usage), Social (including human rights, 
workforce, product responsibility, and community), and 
Governance (including shareholders, management, and 
CSR strategy). 

From CRISIL ESG report (2022) all the four scores, 
namely ESG combined score, Environment score, social 
score, and Governance score have been collected for 
select 97 companies. Following are the details on the 
range which have been used by CRISIL to categorize the 
companies based on their ESG performance. 

TABLE I. CRISIL SCORE RANGE 

a. Source—CRISIL website

Trend analysis and descriptive statistics have been 
used for analyzing the collected data which is presented 
in the next section. 

VI. ANALYSIS & FINDINGS

A. The present scenario of ESG investment in India and its
trend

The Securities and Exchange Board of India's push 
for ESG disclosures has led to a significant increase in 
the number of companies putting up ESG data, from 
127 in fiscal 2020 to 330 in fiscal 2022. As found out 
by Times of India (2022), an analysis of reports from 
the top 1,000 listed entities over the past three fiscal 
years shows a stark improvement in ESG disclosures by 
companies, leading to an upgrade in their ESG scores. 
The energy and utilities sector had the highest number 
of companies reporting on ESG parameters, with the 
materials sector showing significant improvement in 

them ESG performance. The improvement is 
encouraging, and it aligns with the Indian government's 
focus on green growth and commitment to achieving 
net-zero emissions by 2070. SEBI's circular on Business 
Responsibility and Sustainability Reports making ESG 
disclosures mandatory from FY23 for the top 1,000 
listed entities is expected to further boost the transition 
towards sustainable practices. 

DIAGRAM I GROWTH OF ESG FUNDS IN INDIA 

b. Source—Morningstar India

The environmental, social, and governance (ESG) 
industry in India grew by 468% in the last three years, 
with the most significant increase in demand occurring 
between April 2021 and April 2022 as shown by The 
Economic Times (2022). The growth can be attributed to 
a rise in non-financial reporting and performance trends, 
leading Indian corporates to respond to the growing 
attention. The Securities and Exchange Board of India 
(SEBI) has released new sustainability-related disclosure 
standards for the top 1,000 listed businesses, which is 
driving demand for ESG roles. India's pledge to net- zero 
emissions by 2070 at COP26 is expected to create over 
50 million new job opportunities in the climate industry. 
ESG professionals will work to track, report, and analyze 
ESG data to help corporates frame the right policies and 
frameworks to improve their ESG performance. The 
work will eventually lead to making business decisions 
that drive net-positive impact. A career in the ESG field 
is expected to be rewarding as it offers financial 
incentives and the opportunity to be part of a large-scale 
impact that benefits the future of the planet and society. 

As reported by Business Today (2022), ESG has 
become a buzzword in corporate circles, and the past few 
years have seen a ballooning of ESG-focused funds in 
India. Assets under management (AUM) by ESG focused 
Private Equity (PE) funds in India more than doubled to 
$650 million in 2021. Typically, an ESG fund shortlists 
companies that score high on ESG parameters and then 
looks at factors like the financial viability of its product 
and the profit it is likely to give before investing. 
However, funding for the ‘social’ and ‘governance’ parts 
of ESG continues to be sluggish in India. 
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DIAGRAM II COMPARISON of Returns between MSCI Indices 

c. Source—Bloomberg 

The need of the hour is more ESG-specific policy 
support from the government. The good news is that 
many ESG-focused funds are coming up, and some funds 
focus on the tech used to address climate change. 
Corporations are also taking steps in ESG. For example, 
JSW Cement recently signed its first sustainability-linked 
loan of Rs 400 crore ($50 million) with MUFG Bank 
India and plans to deploy these funds to achieve its 
capacity target of 25 MTPA with an increasing focus on 
sustainability. 

ESG investment in India is now gaining attention; 
policies are now revolving around climate friendliness to 
attract ESG investments in green energy. Estimates show 
that India requires an investment of USD 0.6 trillion per 
annum for achieving SDGs. In this line, the GOI has 
decided to reduce its carbon emissions by 30% by 2050 
and procure 40% of its energy from non-fossil fuel 
sources by 2030. 

VII. INDIA’S CURRENT POSITION COMPARED TO GLOBE

The investment world is shifting towards 
environmental, social, and governance (ESG) factors as 
investors and customers prioritize sustainability. 
Incorporating ESG factors have a positive impact on a 
company's business and enhances productivity by 
managing long-term risks related to sustainability. 

As Bloomberg (2022) reported that predicted growth 
is expected through 2025 in ESG ETF Flows and this 
type of investment is going to be more popular with 
investors than it has ever been. 

DIAGRAM IV HISTORICAL VS. PREDICTED ESG GROWTH 

d. Source—Bloomberg Intelligence Data Exhibits

Global trends as shown by Economic Times in ESG 

flow and its potential growth in the future. The United 

Nations has taken various initiatives to encourage ESG 

investments for attaining sustainable global 

transformation. Governments have formed laws for 
ESG reporting and disclosure to make it compulsory 

for organizations, and private investors are encouraged 

to incorporate ESG factors into investment processes 

and decision-making to achieve Sustainable 

Development Goals (SDGs). 

DIAGRAM III INDIA’S POSITION IN THE GLOBAL ESG SCENARIO 

e. Source—Edelweiss

ET Now (2020) has shown that ESG investment is 
now gaining attention in India, and many large Indian 
companies are voluntarily participating in global 
initiatives to extend their cooperation in the usage of 
renewable energy sources in turn slowly climbing the 
ESG Global ladder. Estimates show a high rise in ESG 
investments throughout the years. The US and Europe 
continue to be the largest ESG investors in the world, 
within Asia and the Pacific, Australia, Japan, and New 
Zealand are the major contributors and are expanding 
their share. The rise in ESG investment is backed up by 
three primaries factors, namely salutary effects, 
transparency, and an increase in the legal framework for 
ESG investments. 

Times of India reported in 2022 that the performance 
of ESG equity funds is 4% higher than the non-ESG 
funds, similar results were observed in India too. 
According to one estimate, global equity funds with ESG 
mandates achieved a record jump to USD 168 Billion in 
2020, which is almost triple the figure in 2019. There are 
pieces of evidence that suggest that the IT sector has 
become the leader in integrating the ESGs into 
investment decision-making processes, followed by 
health care and the financial sector. 

Times of India reported in 2022 that the performance 
of ESG equity funds is 4% higher than the non-ESG 
funds, similar results were observed in India too. 
According to one estimate, global equity funds with ESG 
mandates achieved a record jump to USD 168 Billion in 
2020, which is almost triple the figure in 2019. There are 
pieces of evidence that suggest that the IT sector has 
become the leader in integrating the ESGs into 
investment decision-making processes, followed by 
health care and the financial sector 

VIII. SECTOR SPECIFIC ANALYSIS OF NIFTY100 

COMPANIES WITH RESPECT TO ESG PERFORMANCE
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TABLE II. ESG PROFILE OF THE SELECTED NIFTY 100 COMPANIES 

The above table shows the distribution of the select 
companies across four categories as per their combined 
ESG scores given by CRISIL. 

TABLE III. DESCRIPTIVE STATISTICS OF THE FOUR TYPES OF ESG 

SCORES 

The above table shows that the mean score of 
Governance is the highest with 69.5, as compared to 
Social and Environmental counter parts. 

IX. FINDINGS FROM SECTOR-WISE ANALYSIS OF ESG 

RATINGS 

A. IT Sector

The IT sector in India is a major contributor to the
country's economy, accounting for a significant portion 
of its GDP. It is dominated by software services, 
including IT outsourcing, application development, and 
maintenance, as well as business process outsourcing. 
Major players in the industry include Tata Consultancy 
Services, Infosys, and Wipro. 

The IT sector is leading the ESG category in India 
with 80% companies rated ‘Leadership’ by CRISIL. 

DIAGRAM VI DISTRIBUTION OF IT COMPANIES IN ESG CATEGORIES 

The ESG-listed companies in this sector enjoy a higher 
average Environmental, E than the mean E-scores of 
the top 97 ESG companies in India - 69.9 v/s 53.649. 
IT also has a higher Social, S score of 61.9 compared 
to 57.082 (mean S score of the top 97 companies). 
Even in Governance, G, IT leads with a score of 77.4 
compared to 69.557 (top 97 companies). The mean ESG 
score of the IT sector is 70.9 v/s 60.876 (top 97 
companies). 

B. FMCG Sector

The FMCG sector in India refers to the fast-moving
consumer goods industry, which encompasses a range 
of products such as food and beverages, personal care, 
household, and cleaning products. It is a highly 
competitive and rapidly growing sector in India, with 
both domestic and international players such as 
Hindustan Unilever, Nestle, and Procter & Gamble 
operating in the market. 

This sector is dominant with 38.5% strong rated and 
46.2% adequate rated companies. There is none in the 
below average category. 

DIAGRAM V DISTRIBUTION OF FMCG COMPANIES IN ESG CATEGORIES 

The ESG-listed companies in this sector enjoy a 
higher average E (Environmental) than the mean E-
scores of the top 97 ESG companies in India - 57.615 
v/s 53.649. FMCG has a lower S (Social) score of 
55.538 compared to 57.082 (mean S score of the top 97 
companies). In G (Governance), FMCG leads with a 
score of 75 compared to 69.557 (Top 97 companies). 
The mean ESG score of the FMCG sector is 64 v/s 
60.876 (top 97 companies). 

C. Banking and Financial Sector

The Banking & Financial sector in India includes a range of 

financial institutions that provide credit to individuals and 

businesses. This includes banks, non-banking financial 
companies (NBFCs), microfinance institutions, and peer-to-

peer (P2P) lending platforms. The sector has undergone 

significant regulatory reforms in recent years, aimed at 

promoting financial inclusion and responsible lending 

practices. This sector is a dominant class in ESG 

performance with most of the companies (87.5%) rated 

‘Leadership’ and ‘Strong’ by CRISIL. 

DIAGRAM VII DISTRIBUTION OF BANKING & FINANCIAL SECTOR IN ESG 

CATEGORIES 
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The ESG-listed companies in this sector enjoy a 
higher average E (Environmental) than the mean E-
scores of the top 97 ESG companies in India - 65 v/s 
53.649. The lending sector has a higher S (Social) score 
of 62.875 compared to 57.082 (mean S score of the top 
97 companies). In G (Governance), this sector leads 
with a score of 75.9375 compared to 69.557 (top 97 
companies). The mean ESG score of the Lending sector 
is 68.75 v/s 60.876 (top 97 companies). 

D. Pharmaceutical Sector

The pharmaceuticals sector in India is a major 
contributor to the country's economy, producing a 
range of generic drugs, vaccines, and other medical 
products for both domestic and international markets. 
It is a highly competitive industry, with several large 
domestic companies such as Sun Pharmaceutical 
Industries and Dr. Reddy's Laboratories, as well as 
multinational players such as Pfizer and Novartis 
operating in the market. The sector is regulated by the 
Central Drugs Standard Control Organization 
(CDSCO) and the Indian Pharmaceutical Alliance 
(IPA). 

This sector is a medium class with 83.3% companies rated 

‘adequate’ and 16.7% companies rated ‘Strong’ by CRISIL. 

DIAGRAM IX DISTRIBUTION OF PHARMACEUTICAL SECTOR IN ESG 

CATEGORIES 

The ESG-listed companies in this sector suffer a lower 
average E (Environmental) than the mean E-scores of the top 
97 ESG companies in India - 51 v/s 53.649. The 
pharmaceutical sector has a higher S (Social) score of 61 
compared to 57.082 (mean S score of the top 97 companies). 
In G (Governance), this sector falls behind again with a 
score of 66.167 compared to 69.557 (top 97 companies). The 
mean ESG score of the Lending sector is 59.5 v/s 60.876 
(top 97 companies). 

E. Oil and Gas Setor

The oil and gas sector in India is a significant contributor to 

the country's energy needs, accounting for a large portion of 

its energy consumption. It is dominated by several major 

state-owned companies such as Oil and Natural Gas 

Corporation (ONGC) and Indian Oil Corporation (IOC), as 

well as private players such as Reliance Industries Limited. 

The sector has undergone significant reforms in recent years 

to promote investment and increase domestic production. 
All the companies in this sector are rated ‘Adequate’ by 

CRISIL. 

The ESG-listed companies in this sector suffer a lower 

average E (Environmental) than the mean E-scores of the 

top 97 ESG companies in India - 45.6 v/s 53.649. The oil 

and gas sector has a higher S (Social) score of 60.6 

compared to 57.082 (mean S score of the top 97 
companies). In G (Governance), this sector falls behind 

again with a score of 65.8 compared to 69.557 (top 97 

companies). The mean ESG score of the Lending sector is 

57.8 v/s 60.876 (top 97 companies). 

F. Other sectors

Many sectors are clubbed/grouped under this 
category for not having a substantial footprint in the 
ESG scores individually. Sectors like Airlines, 
Cement, Diversified, etc., are included in this sector. 

DIAGRAM VIII DISTRIBUTION OF POOR PERFORMERS IN ESG 

CATEGORIES 

X. DISCUSSION & SUGGESTIONS

In 2021, the Securities and Exchange Board of India 
(SEBI) introduced new ESG disclosure guidelines for 
listed companies. The guidelines mandate the disclosure 
of ESG-related information, including carbon 
emissions, water usage, and employee health and safety. 
Institutional investors such as pension funds, insurance 
companies, and sovereign wealth funds are increasingly 
integrating ESG considerations into their investment 
strategies in India. For instance, India's largest public 
sector bank, State Bank of India, has announced its 
commitment to invest in ESG funds. 

Indian companies are also starting to embrace ESG 
practices. In 2021, Tata Motors became the first Indian 
automaker to join the RE100 initiative, committing to 
source 100% of its electricity from renewable sources. 

India is also seeing a rise in green financing, with 
banks and financial institutions providing green bonds 
and loans to support renewable energy projects and 
sustainable infrastructure development. Overall, the ESG 
scenario in India is still in its early stages, but it is gaining 
traction as more stakeholders recognize the importance 
of sustainable investing and take steps to promote ESG 
practices. 

However, from the present study it is evident that 
certain sectors have advanced but a major chunk need 
changes and investments aimed toward a more 
sustainable and green future. The IT and financial sectors 
are all-rounders and doing quite well among the top 
Nifty100 companies. 
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FMCG is performing quite decent except for the 
lower score it sees in the social branch of ESG. Social 
factors refer to a company's relationships with its 
stakeholders, including employees, customers, 
suppliers, and the wider community. Social factors can 
include issues such as labor practices, human rights, 
diversity and inclusion, customer satisfaction, and 
community involvement. When evaluating the "S" 
factor in ESG investing, investors look at how a 
company manages its social impact and how it 
addresses social issues. For example, a company with 
strong social practices may have a diverse workforce, 
provide fair wages and benefits, have policies to 
prevent discrimination and harassment and support 
community development initiatives. Investors are 
increasingly considering social factors as part of their 
investment decisions, as they recognize that companies 
with strong social practices are often better positioned 
for long-term success and are more resilient to risks 
such as reputational damage and litigation. The FMCG 
sector requires more social, humane, and CSR- focused 
policies and incentives to implement the same. Investors 
should be made aware of the ESG concept and its 
benefits. 

The Pharmaceutical sector is doing decent except in 
the Environment segment of ESG. Environmental 
factors refer to a company's impact on the environment 
and how it manages environmental risks and 
opportunities. When evaluating the "E" factor in ESG 
investing, investors look at how a company manages its 
environmental impact, including issues such as climate 
change, greenhouse gas emissions, energy and water 
use, waste management, and natural resource depletion. 
Companies that prioritize environmental sustainability 
may implement eco-friendly practices, such as using 
renewable energy sources, reducing waste, and 
implementing sustainable supply chains. Investors are 
increasingly considering environmental factors as part 
of their investment decisions, as they recognize that 
companies with strong environmental practices are 
often better positioned for long-term success and are 
more resilient to risks such as climate change 
regulation, resource scarcity, and reputational damage. 

The Oil & Gas sector is not doing as well as the 
other performing sectors. It needs to focus more on the 
Environmental and Governance arms of the ESG 
concept. Environmental factors as discussed above 
should be taken note of policies regarding this should be 
implemented. However, Governance factors refer to a 
company's system of corporate governance and how it is 
managed and overseen. When evaluating the "G" factor 
in ESG investing, investors look at how a company is 
governed, including issues such as board composition, 
executive compensation, shareholder rights, and 
transparency and accountability in decision-making. 
Companies that prioritize good governance may have 
independent and diverse boards, align executive pay 
with company performance, and prioritize transparency 
and accountability in their reporting practices. Investors 
are increasingly considering governance factors as part 
of their investment decisions, as they recognize that 
companies with strong governance practices are often 
better positioned for long-term success and are more 
resilient to risks such as financial fraud and corporate 

scandals. Strong corporate governance can also help 
ensure that a company is operating ethically and 
responsibly, which can contribute to sustainable 
business practices. 

Along with investors, the government should 
incentivize firms and sectors as a whole to take the 
sustainability path of ESG for a greener and brighter 
future. There should be more policies supporting and 
encouraging this trend hence riding the global ESG 
wave that is currently in progress. 

To increase ESG (Environmental, Social, and 
Governance) investment in India, the following steps 
can be taken 

 Awareness campaigns: Educating investors,
companies, and the public on the benefits of ESG
investment can increase interest in this type of
investment.

 Regulatory framework: Establishing a regulatory
framework that incentivizes ESG investment and
enforces ESG reporting can encourage companies to
adopt ESG practices and increase investor
confidence.

 ESG Disclosure: The availability of reliable and
comprehensive information through ESG disclosure
can enable investors to make informed decisions on
ESG investment.

 Collaboration: Collaboration between government,
industry associations, and investors can help create
ESG investment opportunities, address challenges,
and promote sustainable practices.

 Green financing: Encouraging the development of
green financings, such as green bonds, can help
finance ESG projects and create investment
opportunities for ESG investors.

Overall, promoting ESG investment in India requires a 
multi-stakeholder approach that involves collaboration, 
awareness, and policy support. 
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Abstract— Menstrual hygiene, associated practices, 

challenges and status of women dealing with these issues 

are manifold as these women suffer throughout their lives. It 

is still a taboo under various circumstances, where 

discussions pertaining to menstruation are avoided. 

Traditional customs and practices even differentiate the 

treatment mated out to menstruating women across 

households.  This research article underpins the need to 

discuss and make people aware about issues and challenges 

associated with menstruation, menstrual hygiene and 
education and the dire need to design interventions 

strategies that reach the common Indian. Current research 

attempts to review on the status of menstrual research and 

practices in India. 
Keywords— Menstrual Hygiene, Menstrual education, 

Practices, Challenges, Menstruation  

Introduction 

The phenomenon of menstruation has been found to be 

unique to the females after the onset of puberty. The 

adolescent females aged between 11 – 15 years undergo a 

lot of physiological and hormonal changes during the 

process as menarche (the first onset of menstrual cycle) sets 

in. 
India is a country with a significant population, having 

already crossed the 130 billion mark. With numerous 

cultures and practices, the understanding of features related 

to menstruation also seems to vary across regions, caste, 

culture and religion respectively [7]. Many of these 

practices have a negative set back on the lives of these 

young children. The adolescents in India happen to be quite 

vulnerable especially in India where the gender equality is 

still a distant dream. Process of menstruation, therefore, is 

considered quite unclean and dirty in Indian society [15]. 

The response and reaction to menstruation is largely 
dependent upon prior knowledge and awareness about the 

subject. It is noteworthy to know that the manner in which 

the awareness and knowledge on the process of 

menstruation is introduced, definitely impacts a girl’s 

response and eventual practices. Though menstruation is a 

physiological process, there are a lot of misconceptions and 

practices associated and definitely result in adverse health-

related outcomes.  

Attributes of good menstrual hygiene directly impacts the 

health, well-being and overall dignity of individuals. Variety 

of discussions on good menstrual hygiene helps to clarify 

myths as well as misconceptions around menstruation, 

thereby essentially improving the overall menstrual hygiene. 

Additionally, it definitely lessens the burden of associated 

infections and diseases due to poor menstrual hygiene. The 

menstrual hygiene practices of women are definitely 

important since it has a direct impact on health, especially in 

reference to reproductive tract infections (RTIs). A number 
of researchers have found a strong link between socio-

economic status, menstrual hygiene and safe practices as 

well as incidences of reproductive tract infections in females 

[21]; [15]. Currently, a significant population of womenfolk 

suffer from complications pertaining to RTI, and if remain 

undetected; it causes severe complexities in the later years 

during pregnancy or childbirth [10]. 

Proper and timely knowledge on menstruation process and 

hygiene maintenance shall reduce school and college 

dropout rates on those days. Women with better 

understanding of menstrual hygiene and safe practices are 
lesser vulnerable to diseases and their serious implications. 

Therefore, it is important to enhance the existing knowledge 

on menstrual hygiene from childhood coupled with 

discussions on safe practices that can definitely help in 

curbing the nuisances associated with the disease.  

This study has attempted to review the existing literature of 

India with special emphasis on menstrual beliefs, practices, 

conception, status of menstrual hygiene, education and 

awareness amongst Indians and challenges encountered by 

adolescent girls during menstruation cycles.  

A. Menstrual beliefs & practices

In the previous years, the mention of topics related to 

menstruation or menstrual cycle used to be a taboo and one 
of the greater causes that barrier the advancement of 

knowledge and awareness in this regard, seems to be 

influenced by cultural and social norms [21]. In many parts 

of India, adhering to the cultural norms, the process of 

menstruation is largely associated with impurity and dirt. 

This can be collaborated with myths from Vedic times and 

can be linked to slaying of Vritras by Indra. As per Veda, 

the menstrual blood is nothing but the guilt of murdering a 

‘brahamana’ that the women have shouldered on themselves 
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as a part of the guilt by God Indra [5]. Furthermore, as per 

Hindu customs and traditions, women are not allowed to 

participate in normal day to day activities while the 

menstrual cycle is on. She needs to be ‘purified’ before 

being allowed to return to her regular chores. However, 
scientifically the menstrual cycle is largely a result of 

ovulation where there was no pregnancy and the bleeding of 

endometrial layers of uterus result in menstruation. 

Therefore, aspects of impurity can be considered to be a 

myth [7]. 

A number of menstruating women are not allowed to enter 

the ‘puja’ rooms or temples and even kitchens [22]. 

Menstruating girls are also restricted from offering prayers 

or touching holy books. The underlying belief is largely the 

myth associated with the cultural norms of impurity that is 

associated with menstruation. According to [14], the 

menstruating women are impure and thus any food cooked 
by them can result in impurity and contamination. 

Additionally, the bodies of menstruating women emit 

specific smell or some rays that contaminate the food and it 

turns bad. They are thus, not allowed to touch any sour food 

like pickles. However, it is to be noted that as long as safe 

practices to cook food are adopted and hygiene is 

maintained, there is no scientific logic or linking of 

menstruation to that of spoilage of food/ food products.  

The various cultural norms and religious taboos associated 

with menstruation have been found to be magnified due to 

their deepened and magnified associations with that of evil 
spirits, shame as well as embarrassing situations that 

surround sexual reproduction[23]. As reported by UNICEF 

Bangladesh [1], in many cultures, the women also have to 

bury the clothes that they use during the menstrual cycle so 

that no evil spirit can affect them.  

As per Surinam, the menstrual blood is considered to be 

quite dangerous and aspects of black magic “wisi” can be 

used by a malevolent person against a menstruating woman. 

Even, a woman that is menstruating can use her menstrual 

blood towards imposition of will on some man. 

Interestingly, such beliefs are very much in practice in Asian 

parts of the country, including India. However, no specific 
scientific explanation or logic seems to support the same [5]. 

A few places in India also endorse some form of dietary 

restrictions during menstruation like avoidance of certain 

food materials like curd, tamarind etc.[22]. The underlying 

thought process is the fact that such food shall disturb the 

overall menstrual flow and affect their health. Infact, in 

many parts of the globe, it is believed that exercising shall 

affect the menstruation process and cause dysmenorrhea 

whereas in reality it smoothen the premenstrual syndrome 

and reliefs bloating. Different women irrespective of the 

social caste are thought to have incurred pollution in their 
bodies through childbirth and menstruation as a process 

releases the impurities from the body.  

In many parts of India, perceptions concerning Hinduism 

revolve around pollution and purity. All excretions from the 

body are largely considered to be polluting in nature and 

water seems to be, one of the common mediums for the 

process of purification. Therefore, the protection of all such 

water sources from these kinds of pollutions is considered to 

be a cause of great concern amongst many people.This 

possibly could be one of the major reasons why 

menstruating women are not allowed to take bath or use 

water to wash themselves during the first few days of the 

menstruation cycle.  

B. Menstrual hygiene, awareness & education

Menstrual problems are one of the most common 

gynecological problems in India [14]. Even if the disorder is 
concerning, several social norms, taboos and stigma 

centered around menstruation have triggered the normal 

cycle leading to swift rise in the problem .India holds many 

myths about menstruation as impure and polluted which 

restricts women from participating in daily activities likes 

cooking, worshipping etc. Women in rural and semi urban 

areas use unhygienic products like old clothes, rags, ash, 

wood shavings, wool to manage their periods which causes 

various fatal infections[8]. In a study conducted by [2], 

Some of the participants 86 (21%) and 81 (19%) from both 

areas rural and urban consumed less food and not eating at 

all during menstruation, instead 141 (34%) participants 
replied that they craved for food. 243 woman (58%) and 74 

(17.8%) believed that certain food items can hasten or delay 

the menstruation of which 158 (37.8%) of them tried some 

food items to hasten or delay it. In this study, 72.5% of the 

women use sanitary pads during menstruation and 37% 

clean the genitalia with soap and water, 26 (6%) clean 

water, and antiseptics.  

In West Bengal, a study conducted by [6], only 11.25% of 

the girls use sanitary pads during menstruation and [9] 

stated that only one-fifth of the girls use sanitary pads. 

Disposable sanitary pads are the most widespread and 
popular among women and girls. However they aren’t 

always the least option because of problems such as leakage, 

disposable problems, along with recurrent monthly 

expenses. Women and girls have their own menstrual 

management practices and they have personal preferences 

for the use of period products according to their comfort. 

Menstrual cup is a period product which is used as an 

alternative to other products like sanitary pads and tampons. 

Menstrual Cup is the least popular alternative for MHM in 

India. Menstrual Cup (MC) is a bell shaped device made up 

of high grade medical silicon. It is put inside the vagina 

during their period which collects the blood and it needs to 
be emptied at an interval of4-12 hours, depending on the 

menstrual flow. 

The first commercially used MC was invented and patented 

in the US way back in the 1930 and recently in 2021, the 

first move MC was designed and launched in INDIA. 

Surveys have been made in India where women with the age 

group between 25 and 37 years, well-educated and aware 

about Menstrual Hygiene Management (MHM) shared their 

experiences regarding the use of MC as a safe and 

sustainable alternative. The reasons for adopting MC are; 

they are cost effective, i.e. they need to be purchased once 
for about 5 years whereas sanitary pads are purchased 

frequently (every month). It has no major side effects (like 

Rashes, infection in case of pads).Disposable is not 

required, needs proper cleaning with adequate water for 

reuse. But sanitary pad disposal is not hassle free. MC is 

comfortable to use when a fitted size MC is properly placed 

and is eco-friendly.  According to a study among girls and 

women, sanitary napkins are mostly used due to a lack of 

awareness on MC. Non-availability of MC in local markets 
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and pharmacies limit their options for MHM. Also, 

availability of water in washrooms is very important for 

hygiene purpose.  

Cultural obligations and restrictions and poor knowledge 
about healthcare among elders (family members and school 

teachers) restricts them from imparting sexual and 

reproductive education to the children. The society thus 

stigmatizes menstruation and its disorders which lead to 

poor knowledge and unhealthy attitude that may directly or 

indirectly link to menstrual health and hygiene [4].Open 

communication and awareness are the foremost strategies 

for improving the health and hygiene of women in our 

country. Such sensitive issue needs to be made accessible to 

the parents of adolescent girls and every societal unit needs 

to cooperate to promote better reproductive health 

knowledge.     
India is still a patriarchal society where men have a greater 

power in decision making and women generally hesitate to 

share information about menstruation or reproductive health 

with men and boys [17]. Most men lack the basic 

knowledge about the normal physiology of menstruation. 

But most women still depend on men for decision making 

regarding facilities and services needed for them, including 

need for appropriate water and sanitation facilities, access to 

toilets and the availability of sanitary napkins, routine 

doctor checkups for reproductive well-being. In India 

cultural norms around gender were found to be a key factor 
that determined men’s decisions to have a household latrine 

as it was not socially acceptable for women family members 

to defecate outside [19]. For effective MHM it is important 

to have toilet facilities along with water and soap for the 

benefit of women .For this sensitization of men is essential 

as they make decisions on investment. 

Cultural taboos, stigma gender inequality and unequal 

power relations between men and women are responsible for 

the restricted participation of women fully in social 

education, productive and religious activities during their 

menstruation. Involvement of men in community menstrual 

hygiene management is extremely crucial and they need to 
be informed and made aware, so that they can support the 

women of the society and create a less stigmatizing 

environment. According to [11] in a paper presented in the 

27th Water, Engineering and Development Centre 

conference, change in the situation of women can take place 

once they start participating and being represented in 

decision making forums. They need to be aware of the 

health and hygiene management so that they can take care of 

their own health and hygiene. 

According to [3], Very few professionals were actively 

involved in disseminating the required knowledge and doing 
the needful. The literature regarding the menstrual hygiene 

management is silent on the adequate supply of water for 

sanitation and bathing and also on the availability of 

sanitary products. Media is a very potent tool in reaching 

out to heterogeneous community. Media is omnipresent 

today, from metropolitans to the rural areas. Media channels 

like television, radio, newspaper, internet etc. have 

penetrated into every nook and corner of our society.  

Menstrual hygiene management (MHM) is a topic where 

media has recently started focusing their attention towards 

it. Sanitary pad manufacturing companies have started 

putting more focus on maintaining the menstrual hygiene. 

Many other advertisements related to menstrual and 

personal hygiene have started to appear on media with 

prominence[18]. Bollywood film industry has successfully 

broken the barriers and created awareness regarding 
menstruation through various short films, documentaries 

and movies like “Pad man”. Social media has become a 

prominent platform for the discussion and debates on this 

topic. Online creators are creating contents on uncensored 

women stories like Girlyappa, TedX talks, awareness 

workshop and more to spread the awareness online 

platforms like Facebook, twitter, Instagram has provided the 

space for women to have open conversation and put forward 

their viewpoints with dignity. Through this initiative not 

only women but men are aware of the issues that the women 

of the society faces regularly.  

Also, the various body positive campaigns have helped 
normalizing the menstrual taboo in our patriarchal society. 

#Periodtalk, #Livetweetyourperiod, #AMAMU, 

#JustATampon, #HappytoBleed (feminisminindia.com)are 

just a few examples of the trending themes on social media 

that enable every women challenge the  society freely. 

II. CHALLENGES OF INDIAN WOMEN DURING MENSTRUAL 

CYCLE

A. Study of menstrual hygiene practices among adolescent
girls in a tribal area of central India

Menstruation is an essential phenomenon in an adolescent 

girl’s life. In India girls are not allowed to participate in 

usual home chores of religious value as the menstrual blood 

is considered impure. It has been found that the tribal 

adolescent girls  in India do not practice proper hygiene and 

are also subjected to various restrictions imposes a lot of 

barriers resulting in lack of education and awareness about 

the health issues they might suffer from[16]. Some of the 
problems include the reproductive and urinary tract 

infections which may further lead to infertility and birth 

complications. So, it is understood that how important to 

circulate proper knowledge about menstrual health and 

ensure the application of same for girl’s and women’s 

health, education and integrity are all dependent on good 

menstrual hygiene. Moreover in a study by [13], regional 

variations in India regarding sanitary pad usage showed that 

it was highest in the Southern region (80%) and lowest in 

the Eastern region (44%). 

Role of family 

A girl’s attitude towards menstruation is also shaped by the 

family's educational, social, and cultural status. According 

to a study by [24] in Bangalore India, the results showed 

that there was an influence of knowledge with the behavior 

of menstrual hygiene. The menstrual hygiene of tribal 

adolescent girls also depends on the socioeconomic status of 

their mothers. In India the major issue is that girls hesitate 

speaking about the sensitive topics such as menstrual 

hygiene and thus it is important to create a healthy 

environment where they can discuss about their personal 
experiences[4]. 

Surveys 
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In majority of surveys done in different states of India 

basically the rural segments adolescents had a wide 

knowledge gap about the biology of menstruation and why 

it happened[12]. 

Some misconceptions about the menstrual periods were as 
follows: 

● Eating some particular food might

increase the pain and blood flow.

● Their touch could contaminate or cause

harm, like touching pickles could spoil the

pickles

● Misconceptions like they should avoid

boys during menstruation or they would

get pregnant.

● They should not take bath during first and

second day of the periods or they would

be affected by swelling.
● They could not worship deities because

they were considered impure or dirty

during menstruation.

● Limited mobility or restricted mobility

post menarche are also prevalent

practices.

● The shame, embarrassment and stigma are

always there, the fear of getting teased by

their male peers is also found.

These surveys has not only helped to understand the Indian 

mentality but also helped to recognize the preventive 
problems like infections and bad odour by promoting 

menstrual hygiene in order to increase the awareness and 

accesses of quality sanitary napkins. Some of the 

government schemes like “free days” by NRHM (National 

Rural Health Mission) to provide a pack of 6 napkins at the 

cost of 6 Rs by ASHA. But despite number of efforts it has 

been found that the knowledge regarding menstrual hygiene 

practices was poor among the adolescent girls, especially 

among rural adolescent girls. The research also discusses a 

survey conducted by the IEC (Information, Education and 

Communication) which was studied around various 

considerations and practices followed by the rural 
adolescent population. This helped in collecting the data and 

overall hygiene behavior practiced by them such as they 

used cloth or sanitary napkins, how many people existed in 

early mid and late adolescence age respectively, what was 

their perception about menstruation normal process, disease 

or a curse. What disposal method did they used dumping in 

open space or pond, burning or pit burning respectively and 

did they preferred washing their external genitalia after 

changing the absorbent they used. It was found that after the 

survey and conduction of sessions for educating this 

segment of population, there was some improved 
transformation in their menstrual hygiene practices[25]. 

B. Conclusion

Although India has reached a mark of second highest 

population of 130 billion in the world, gender equality is 

still a distant dream. The huge number of misconceptions 

and myths about menstruation seem to impact the 
adolescents prominently which results in adverse health 

related outcomes. Variety of discussion on good menstrual 

hygiene can help to clarify myths as well as misconceptions 

around menstruation and could mitigate the risk of 

associated infections and diseases due to poor menstrual 

hygiene. Moreover our review also highlighted some rural 

urban differences in the practices related to menstrual 

hygiene from schools and door to door visit. Furthermore, 

our research paper also highlighted the importance of the 
attitude of male peers, teachers and relatives equally on this 

subject. It is very important to advocate and involve lay 

councilors for transforming the school climate and 

adolescent’s health outcomes. And following these steps can 

lead to widen the scope of integrating various curriculum 

and non-curriculum based activities on education related to 

menstrual hygiene. This can transform the existing 

infrastructure into menstrual hygiene friendly for the 

adolescent girls. Study shows that sanitary napkins are 

widely used both by girls and women in the country, though 

it has several disadvantages. There are several alternatives 

to sanitary napkins have been introduced in the market, like 
menstrual cup and tampons. Menstrual cup is the safest eco-

friendly menstrual tool and awareness about the alternatives 

needs to be spread for its use[20]. Media plays a great role 

in spreading awareness among the society, several social 

media platforms and campaigns are helping the women open 

up about menstrual hygiene and its issues with dignity. 

III. RECOMMENDATIONS

The year 2023 is a year of innovation and adaptability, 

where circumstances have taught us to ride the tide of fast 

paced change with proper knowledge and to cope up with 

the changing times. Changing times need innovative ways 

on how the urban women as well as the rural women can be 

reached and communicated on menstrual education. Since 

demographics as well as psychographics play a part in 

shaping the idea of menstruation in women (Urban and 

Rural) here are some recommendations on how the 

awareness and education of menstrual education can be put 
forward for maximum effect. 

A. Recommendations for urban setting

1. Email Campaign: Metropolitans & Cosmopolitans

are well accustomed with cutting edge technology

and every bit of information is readily available to

them at the palm of their hands. Here spreading
awareness and education on menstruation through

e-mails are convenient; fast paced and can reach a

large audience. Spreading awareness through email

is cost effective. New innovative templates for

email campaign help the people to be engaged and

the people become educated on menstruation.

2. Social Media Campaigns: Netizens find

themselves going through Social Media Campaigns

organized by ‘Better Lives’ a community

organization, ‘menstrualhygieneday.org’ which

educate them about menstrual hygiene for a better
tomorrow.

Celebrities take to social media to support

menstrual health and also spread awareness

amongst their fans and followers. Social Media

Campaigns are effective methods through which

people from different race, class, cast, creed,
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ethnicity and religion can be easily reached on a 

personal level. 

3. Seminars on menstrual hygiene: 2023 is seeing

the rise of many new startups and is seeing big

companies expand their business and become
giants. Gender diversity is a trend which is being

followed by many organizations to open up

different perspective in business. Employees

should be exposed to seminars and learning

programs about menstruation and menstrual

hygiene of women employees which will give them

a thorough understanding of the intricacies and

technicalities of menstruation so they can take

informed decisions for themselves and for women

in their lives.

Ad Campaigns: Advertisement campaign on television, 

newspapers, You Tube, Billboards and banners all are 
effective ways to catch the attention of people. In this way, 

awareness can be spread regarding menstrual education and 

menstrual hygiene 

B. Recommendations for rural setting

1. Skits: Rural India entertains skits being performed
live. These are excellent way to spread awareness

on education about women menstruation and also

hygiene. WHO organizes such skits to engage

villagers and semirural population to understand

about menstruation and educate themselves on the

same so that they can take informed decisions on

the basis of scientific facts rather than fiction or

myths.

2. Government Schemes: The Ministry of Health

and Family Welfare have introduced a scheme for

promotion of menstrual hygiene and education for

adolescent girls in the age group of 10 years to 19
years in rural India where free sanitary pads,

tampons and menstrual cups are distributed and are

in distribution till date.

3. Demonstration Camps: Demonstration camps can

be set up across rural India to make the women

aware on how menstrual cups, sanitary pads,

tampons etc. can be used properly to ensure proper

hygiene among women.

4. Story Boards: Wall paintings which spread

awareness on menstrual hygiene in the form of a

story can be an effective way to educate the masses

in rural India.

C. Novelty

 ‘Menstrual Hygiene and Awareness: A Review of 

Literature on Status, Awareness and Scope of Menstrual 

Education in Indian Context’ provides a one stop article for 

spreading awareness for menstrual hygiene in India where 

readers can understand and internalize the taboos, struggles 

and ways to help themselves as well as women around them 

for a healthy life. The contents of the paper are put forward 

after extensive research and discussions. Close inspection 

about facts and figures were ensured to the highest degree so 

that the information can be easily understood and 

internalized by the reader. This helps the reader to take 

informed decisions when it comes to the topic of health and 

hygiene regarding menstruation in women. 

This paper would be a firsthand go to for fathers 

(Urban/Rural) and women in general to understand what 

their female counterparts are going through and would 
encourage empathy for the situational understanding. 

This paper is an easy read and would be highly effective in 

spreading awareness in schools and colleges among 

adolescents, teenagers, youngsters and early adults. The year 

2023 is a year where ‘attention’ is currency. Youngsters 

have a short attention span and in order to make them aware 

and internalize this vital peace of information, this paper 

will play a key role as the information is crisp, concise and 

covers all spheres regarding menstruation and awareness in 

menstrual hygiene. 

‘Menstrual Hygiene and Awareness: A Review of Literature 

on Status, Awareness and Scope of Menstrual Education in 
Indian Context’: a paper for a better tomorrow. 
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 Abstract-In this work, a linearly polarized 

compact Multiple-Input–Multiple-Output 

(MIMO) antenna system has been designed. The 

main objective of this design is to reduce the 

mutual coupling between antenna elements and 

improve the isolation for Wi-Fi (2.4 GHz to 5 

GHz) applications. The antenna system 

comprises of two printed monopole antennas that 

are symmetrically designed, and it is printed on 

an FR-4 printed circuit board. The proposed 

Antenna design is simulated using High-

Frequency Structure Simulator (HFSS) software 

and simulated results shows a good performance 

the system. 

Keyword- MIMO, Mutual Coupling. 

I. INTRODUCTION:

In recent decades, wireless communication has 

advanced from first-generation to fourth-

generation [1], resulting in substantial 

improvements in data transmission speeds and 

capacity. Achieving a high bandwidth 

efficiency and huge data rate, Multiple-input-

multiple-output [2] creates a new trend in the 

field of wireless communication. MIMO is an 

advanced technology [3] used to send and 

receive data through multiple distinct channels 

simultaneously over the same radio channel by 

using multiple antenna topologies. In the early 

90s, MIMO technology was recommended as a 

feasible solution to overcome the data rate 

limitation by single-input-single-output (SISO) 

systems[4]. Further, this technology is used in 

different networks to improve different aspects 

like channel capacity [5], system reliability [6], 

and transmission speed of data [7]. For making 

the design simpler compared to any other array 

antenna topology, multi-antenna topology [8] is 

used in the transmitter and receiver end of the 

MIMO  system. As per the literature review, it 

has been observed that at 2.4 GHz MIMO 

antenna was designed for 2port [9] and more 

than 2port [10], also at 5GHz MIMO Antenna 

was designed for 2 port [11] and 4port [12] 

also.A dual-band MIMO Antenna at 2.4 GHz 

for 2 ports had been designed by Y. Dou et. al. 

[13], and also the same reconfigurable designed 

for the same band for the same port has 

designed by P. Mathur et. al.[14].in a work done 

by A. Mohanty and et. al. [15] a 2 port MIMO 

antenna had been for 2. 7GHz.After the 

literature survey, we had designed a 2 port 

reconfiguration MIMO Antenna at 2.7GHz.. 

Therefore, in the proposed paper a 2port 

reconfiguration MIMO Antenna for 2.7 GHz 

has been designed. 

II. DESIGN:

The design of the system comprises two patch 

antennas that are excited independently, both of 

which are mounted on a single substrate. The 

substrate has a relative permittivity of ∈r, a thickness 

of h << λ0, and a loss tangent of tan δ. On top of the 

substrate, copper material acts as a radiating patch. 

The bottom surface is etched with a metallic 

conducting layer known as the ground plane. The 

geometry of the proposed MIMO antenna is shown 

in Fig. 1. The two printed monopole antenna 

elements, with edge-to-edge separation of 32.4 mm, 

were printed on 120×30×1.6 mm3  FR4 substrate 

with relative permittivity of 4.4 and loss tangent of 

0.02The printed monopole antenna element 

comprises a capacitive feed that links to a 50-micro 

strip feedline. Each antenna element possesses a port 

that can generate a resonant mode of around 2.7 

GHz. The proposed MIMO antenna system is 

optimized using HFSS Software. 
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 Fig 1: MIMO Antenna design 

III. SIMULATION AND

EXPERIMENTAL RESULTS:

The measured and simulated S11 and S21 of the 

proposed MIMO antenna configuration are shown in 

Figs. 2. The S12 and S22 are not shown because the 

two antenna elements are symmetrical. It is observed 

that the antenna is well-matched over the desired 

frequency bands. The measured S21 is lower than 20 

dB for all bands. Figure 3 displays the normalized 

radiation patterns (theta and phi). The calculation of 

the envelope correlation coefficient for a MIMO 

antenna system is critical, which can be achieved by 

employing far-field radiation patterns [16] and 

through-parameters, assuming a uniform 

distribution of incoming signals, as well as the 

antenna elements being well matched and lossless 

[17]. 

  Fig: 2 Simulated result 

  Fig 3: Radiation pattern of above antenna 

  Fig4: ECC Graph of antenna 

IV. CONCLUSION

In this work, a 2port MIMO antenna had been 

introduce which operates at frequencies of 2.7 GHz. 

The report contains a comprehensive explanation 

and analysis of the MIMO antennas' functionality 

and efficacy. Furthermore, it has been discovered 

that antenna dimensions play a crucial role in mobile 

device applications, with the 2.7 GHz antenna being 

larger in size in this scenario. 
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Abstract—The giant magnetoresistance (GMR) 

phenomenon, which Albert Fert and Peter Grunberg discovered 

in 1988, gave rise to the science of spintronics and was honored 

with the 2007 Nobel Prize in Physics. A further degree of 

flexibility for device functioning is made possible by spintronics, 

which is based on the contribution of both electron spin and 

electron charges of materials to electronic functions. During the 

past three decades, spintronics has expanded quickly.  Important 

discoveries, technical improvements, and material and device 

innovations in the past thirty years have produced a wide range 

of product applications. In this article, we have discussed the 

magnetoresistance effects and magnetoresistive devices. 

Keywords—Magnetoresistance, Spintronics, Spin-valve, Giant 

magnetoresistance, tunnel magnetoresistance.    

I. INTRODUCTION

In 1965, Gordon R Moore, Intel co-founder predicted that 
the number of transistors on a microchip doubles about every 
two years and the cost of computers is halved, known as 
Moore’s Law  [1]. Moore's law is basically an observation and 
projection of a historical trend.  Due to this trend, the 
microprocessor industry has progressed a lot at a steady rate 
over the years and Moore’s law has been followed ever since. 
The scaling of traditional complementary metal-oxide-
semiconductor (CMOS) technology has grown steadily over 
the last few decades and it is approaching its limits. The 
moment when the transistors are as small as atoms, the devices 
cannot be shrunk any further, the quantum effect starts to play 
its role and quantum mechanical tunneling occurs. In fact, 
when the transistor size reaches below 5 nm, further scaling 
becomes difficult since it leads to an increase in leakage 
current.  In fact, sub-threshold leakage current, gate leakage 
current and reverse-biased source-substrate and drain-
substrate junction’s band-to-band tunneling (BTBT) currents 
increase significantly. The tunneling current is detrimental to 
the device performance.  It is definitely creating a major 
concern for the volatile memory as they need a stable power 
supply to hold the stored information. On the other hand, the 
demand for powerful and energy-efficient computers are 
required to handle and process large amount of data generated 
in the arena of machine learning, artificial intelligence and 
IOT. In addition, in the higher frequency regime, the dynamic 
power dissipation increases and it scales up heat production to 
its thermal limits. As the technology scales down, the size of 
the global interconnects becomes longer causing a significant 
amount of dynamic power with signal delay. 

With CMOS scaling reaching its limits, scientists and 
researchers are looking for new alternative concepts of 
electronics that sustain the growth of computing power [2]. 
The new age electronic devices with unique functionalities, not 
typically existing in conventional CMOS devices are 
especially attractive to meet with the need of unconventional 
computing systems due to the demand of data-centric 
computing. Researchers are particularly focusing on very 

exciting physics of spintronic devices to demonstrate 
technologically attractive functionalities like stochasticity, 
oscillatory behavior, memristive properties, etc. The new 
insight into spintronics technology has been thought to be the 
successor to the transistor. The conventional CMOS 
technology depends on harnessing the charge of electrons. On 
the other hand, the field of spintronics depends on the 
manipulation of electrons’ spin.  

Spin-based devices have great potential to replace 
traditional random-access memory technologies.  Computing 
systems such as probabilistic computing, neuromorphic 
computing, and in-memory computing rely on such spintronics 
devices. For future applications in memory and computing, 
novel spintronics devices will play a key role along with other 
technologies such as ferroelectric field-effect transistor 
(feFETs), phase change memory (PCRAM), resistive random 
access memeory (RRAM) etc. In this connection, spin based 
magnetic random- access memory (MRAM) technology has 
already been commercialized [3].  

Spintronics devices have many advantages over CMOS 
devices due to the use of spin degree of freedom of electrons 
[4]. The main advantages are zero power leakage, high 
endurance, effective read and write capabilities compared to 
their CMOS counterparts, a nonvolatile nature, and ease of use 
in integrated circuits. These devices also support high-end 
technologies such as big data and Internet of Things (IoT). 
Therefore, these devices are capable of providing a solution for 
the existing bottlenecks for the charge- based devices. As a 
result, the industry for data storage and memory applications 
have taken a new turn. These devices’ advantages have 
propelled the industry to use them in-memory applications and 
remodel the process in-memory architecture for future use. 
Spintronic devices will definitely provide a solution for 
existing difficulties in using traditional charge-based CMOS 
devices.  

In this paper, we will discuss theoretical and/or 
experimental investigation of such novel spintronics materials, 
devices, and systems. We will particularly focus on the 
magnetoresistive phenomena, materials and devices. 

II. SPINTRONICS MATERIALS, DEVICES AND 

SYSTEMS 

Spintronics is basically a multidisciplinary field dealing 
with the active manipulation of spin degrees of freedom of 
electrons in solid-state systems.  Manipulation of spin can be 
done either by controlling the spin population of by controlling 
the phase of the spin of an ensemble of particles.   Coherent 
spin manipulation of a single or a few-spin system is also an 
important method in the field of spintronics.  

The primary aim of research in spintronics is to understand 
the interaction between the particle spin and its solid-state 
environments and to make useful devices using the acquired 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 530



knowledge. The main domains  of spintronics research are  the 
investigations of spin transport in electronic materials, 
understanding spin dynamics and spin relaxation. 

Present day research on spintronics combines different 
subareas of physics such as magnetism, semiconductor 
physics, superconductvity, optics and mesocopic physics. Spin 
polarization, spin relaxation, spin injection and spin transport 
in metals and semiconductors have demonstrated potentials in 
the spintronics technology and they are of are of fundamental 
research interest in the areas of basic solid- state physics as 
well.   

Among all the materials mentioned above, magnetic 
materials are highly effective for use in spintronic devices, 
because their electron spin orientation can be easily controlled 
through external magnetic fields and spin polarized currents. 
There will be a net flow of spin polarized current resulting 
from the difference in population and mobility of spin up and 
spin down electrons. Ferromagnetic materials possess intrinsic 
hysteresis properties. Therefore, the magnetic storage and 
memory devices based on them can “remember” the state for 
an indefinite time. There is significant increase in storage 
density and energy savings and new functionalities can be 
achieved in these non -volatile spin-based materials. In 
addition, varieties of emerging materials such as carbon 
nanotubes, high temperature superconductors, organic 
ferromagnets, organic semiconductors and ferromagnetic 
semiconductors are other key players in this domain. These 
new classes of materials can bring novel functionalities to the 
traditional devices.  

The most prominent applications of spintronics today is in 
computer hard disks. Memory storage in such devices is based 
on giant magnetoresistance (GMR) a spintronic effect. The 
discovery of GMR has certainly boosted the rapid progress of 
the magnetic recording industry, particularly, in the area of 
hard disk drive (HDD). In 1990, IBM introduced GMR based 
reading heads to the HDDs [5]. Nowadays, the state -of -the 
art magnetoresistive sensor are applied in various fields 
including the storage/recording devices, mobile devices, space 
technology, aeronautics, bio sensing platforms, the 
environment and the healthcare. These magnetoresistive 
spintronic sensors exhibit high sensitivities and ultra-low field 
detectivities that meet the requirements of the smart sensing 
applications. These sensors are very competitive for mass 
production due to their ability for miniaturization, 
customization, ease of integration and cost effectiveness. 
Because of advances in nanotechnology, it is now possible to 
create novel nanomaterials with high resistance change and 
requirements for extreme conditions (e.g., low temperatures) 
and large magnetic fields (>10 kOe). This improves the data 
storage capacity/detection sensitivity of current MR sensors 
while lowering total fabrication/production costs, and the 
application area of MR sensors has expanded. 

III. MAGNETORESISTANCE PHENOMENA

Resistivity of a solid body decrease with application of 
external magnetic field according to the following equation: 

)0(
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 (1) 

An electron travelling through a magnetic field experiences 

the Lorentz force BveFL


 , which changes its course. In

metals, this changes the mean free path between scattering 
events, resulting in a small change in resistance with the 
applied magnetic field. The magnitude of this classical 
magnetoresistance in most metals is small and 
magnetoresistance is of the order of 1% for an applied field of 
1 Tesla. In ferromagnets, magnetoresistance also depends on 
the orientation of the magnetization with respect to the 
direction of the current. This phenomenon, known as 
anisotropic magnetoresistance (AMR), was first observed by 
W. Thomson in 1857 [6]. It is caused by a difference in the s-
d electron scattering cross-section that results from spin-orbit
coupling, when the current direction is changed with regard to
the atom's polarity. The angular dependence of the resistivity
is given by the following equation.

 (2) 

Where  and  are resistivities with magnetization 
parallel and perpendicular to the current respectively. The 
magnitude of the AMR effect is 2-5 %. Sensitivity of AMR is 
maximum when angle θ is 45  degree. 

Figure 1: Anisotropic Magnetoresistance [7] 

Data is stored on a hard drive as minuscule ferromagnetic 
particles that are magnetized in one of two ways, each of which 
corresponds to the binary value 1 or 0. A read-write head 
sensor scans the disc and records magnetic changes based on 
the drive's current state. The density-accuracy tradeoff is one 
of the more difficult aspects of this architecture. The individual 
ferromagnetic areas on which the data is stored must be smaller 
and weaker, as the magnetic field of each bit gets weaker and 
more difficult to read or manipulate as the hard drive grows 
more compact and tiny (write). As a result, more sensitive 
read/write heads are required to pack the data more densely. 

Magnetoresistance values as high as 50% at low 
temperatures were initially observed in single-crystalline (100) 
oriented Fe/Cr/Fe sandwiches and (100) oriented Fe/Cr 
multilayers. This is referred to as Giant magnetoresistance 
(GMR). The Cr layer thicknesses in these devices match a 
value that has been experimentally validated to generate an 
antiferromagnetic interaction between the Fe layers. The Cr 
layer thickness in these structures conforms to a previously 
determined value, producing in an antiferromagnetic 
interaction between the Fe layers. GMR is essential for spin 
electronics due to its direct use in magnetic recording head 
technology. The magnitude of the GMR is calculated as 
follows: 

 (3) 
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RAP is the resistance observed with the layers aligned 
antiparallel initially. RP is the resistance observed when the 
ferromagnetic layers are parallel on the application of the 
magnetic field. Several ferromagnetic/non-magnetic metallic 
multilayer systems have shown GMR, most notably Co/Cu, 
which initially displayed some of the highest GMR. While the 
relative alignment of the Co layers is unaffected by the external 
field and exhibits poor GMR for thicknesses initially 
exhibiting ferromagnetic coupling, large amounts of GMR 
were observed for thicknesses corresponding to 
antiferromagnetic linked layers. Similar impacts have been 
noted in inhomogeneous magnetic systems, such as granular 
alloys, which have a homogenous distribution of magnetic 
particles in a non-magnetic matrix. 

 Figure 2: GMR system in current in plane (CIP) and current perpendicular to 
plane (CPP) geometry. [7] 

Regardless of the particular sample structure, they must 
comply with the following need to display GMR. A 
ferromagnet is required to spin-polarize the current-carrying 
electrons. A second ferromagnet then scatters the spin-
polarized current, with the amount of scattering depending on 
the direction of the local magnetic field. The spin properties of 
polarized electrons must remain constant while moving across 
magnetic components. The external field must change the 
relative magnetic orientations of the two ferromagnetic 
components. 

For practical applications, other ways of obtaining 
antiparallel orientation of ferromagnetic layers, which could 
easily be overcome by a magnetic field, are desired. One such 
structure is a spin-valve, which is usually made of two 
ferromagnetic layers, one of which is directly pinned by the 
exchange bias using a thin layer of antiferromagnet, and the 
other of which is a thin, magnetically soft, free layer that is 
separated from the first by a non-magnetic space layer 

Figure 3: Spin-valve geometry [8] 

The GMR seen in multilayers is initially symmetric with 
respect to the applied field. It cannot tell the difference 

between positive and negative field directions. Furthermore, 
the intensity of the antiferromagnetic coupling in multilayers 
constituted a practical difficulty in sensor design since it 
required a large field magnitude to overcome. The AFM/FM 
(pinned)/NM/FM(free) spin valve construction not only 
accomplished antiparallel alignment, but it is also tailorable in 
strength and asymmetry with regard to the applied field. 
Because of the unidirectional anisotropy caused by the 
exchange bias, the spin valve GMR sensor can discriminate 
between positive and negative field directions. 

Figure 4: GMR in CIP geometry [9] 

The lateral spin valve, made through lithography, is a 
conceptually intriguing device. A spin valve is often made of 
two ferromagnetic layers, one of which is directly pinned by 
the exchange bias using a tiny layer of antiferromagnet, and 
the other of which is a thin magnetically soft, free layer that is 
separated from the first layer by a layer that is not magnetic. In 
a lateral spin-valve arrangement, two ferromagnetic 
(permalloy) electrodes are laterally joined by a non-magnetic 
spacer (let's say a 200 nm Au stripe of changing length L), and 
voltage and current leads are unconventionally coupled to 
those three elements. A conventional circuit would not detect 
any voltage for the configuration. Nevertheless, one 
ferromagnet lead, F1, injects spins into the spacers. Now, the 
voltage output of the second ferromagnet, F2, is parallel to F1, 
this lateral spin valve exhibits a greater voltage for a parallel 
alignment of the two ferromagnets than a conventional spin 
valve or GMR sensor. Even when there is no charge current 
passing through the device, the voltage, Vs, to input current 
ratio provides units of electrical resistance. In reality, because 
charge and spin fluxes are separated in this circuit, we may see 
spin resistance. 

Figure 5: Lateral spin valve [10] 

The tunnel magnetoresistance (TMR) is measured in 
tunnel contacts, which are formed when a thin insulating 
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tunnel barrier separates two ferromagnetic electrodes. The 
tunnel magnetoresistance is based on the idea that the relative 
orientation of the magnetization direction in the ferromagnetic 
electrodes determines the tunnel current. 

As the relative magnetizations of the two ferromagnetic layers 
alter their alignment, the tunneling current in magnetic tunnel 
junctions undergoes a significant shift known as tunneling 
magnetoresistance (TMR). The result of spin-dependent 
tunneling is TMR. In terms of Julliere's model [11], which is 
predicated on two assumptions, TMR may be understood. 
Initially, it is presumpted that during the tunneling process, 
electron spin is preserved. Hence, the conductance takes place 
in the two distinct spin channels since up- and down-spin 
electron tunneling are two separate processes. This 
presumption indicates that empty states of the same spin in the 
second film will receive electrons coming from one spin state 
of the first ferromagnetic film. The minority spins tunnel to the 

Figure 6: TMR Geometry [7]

minority states and the majority spins tunnel to the majority 
states if the two ferromagnetic films are magnetized in tandem. 
The majority- and minority-spin electrons' identities are 
flipped, however, if the two films are magnetized antiparallel. 
As a result, the majority spins of the first film tunnel to the 
minority states in the second film and vice versa. The 
magnitude of TMR in magnetic tunnel junctions was estimated 
using Julliere's model based on known values of the spin 
polarization of ferromagnets discovered via research on 
superconductors.  

A magnetic tunnel junction (MTJ) is a comparable two-
terminal device to a CPP-GMR trilayer (spin-valve), but 
instead of a non-magnetic metal layer, it has a thin oxide 
barrier. The magnetoresistance of such devices may be 
modeled as a function of the spin-dependent density of states 
on each side of the tunnel barrier. The spin tunnel junction, 
which may be thought of as the spin equivalent of a crossed 
optical polarizer, functions as an electric switch in the ideal 
situation of half-metallic ferromagnetic electrodes. Instead of 
90 degrees for an optical polarizer, the device may be turned 
on and off by reversing the magnetization by 180 degrees 

utilizing external fields. A typical MTJ has a substantially 
greater resistance than any other metallic GMR device of 
equivalent shape since tunneling is involved. While typical 
electronic applications are designed to sense a threshold 
voltage, MTJs with their greater impedance have the potential 
for higher output voltage than spin valves, which are low-
impedance sensors. A  MTJ can also withstand a considerable 
breakdown voltage (>1 V).  

Despite this restriction, the bistable magnetization state, 
the minimal fields required to alter the layers' magnetic 
orientation, the ability to convert carrier spin polarisation to 
an electrical signal, the intrinsic nonvolatility of the magnetic 
states, and the capacity to fabricate enormous arrays of MTJs 
using patterning and lithography have made them suitable for 
use as magnetic random access memory components. 

In an MRAM, the MTJ is formed at the junction of 
orthogonal conducting current lines (referred to as word and 
bit lines) [12]. A half-select technique is utilized in writing to 
switch a certain MTJ element. A current pulse is transmitted 
down a word and bit line at the same time. The free 
ferromagnetic layer of the targeted MTJ cannot be reversed 
by the present pulses' magnitudes alone due to the insufficient 
fields they produce. When the fields from the bit and word 
lines superimpose, the effective field has enough amplitude to 
flip solely at the site of a given element. To read the MTJ cell 
of interest, the resistance between the two wires connecting it 
is determined. 

SUMMARY 

The scientific community has witnessed the rapid 
advancement of spintronics in less than thirty years. It has 
expanded the storage capacity of our hard drives and is about 
to start using our computers' RAM or our mobile phones' 
microwave emitters. Spintronics offers a groundbreaking 
application in the realm of quantum computing due to the 
utilization of the true quantum mechanical character of spin 
and the prolonged spin coherence period in constrained 
geometry. In this regard, spintronics-based systems for a wide 
range of applications might potentially use solid-state 
magnetic sensors, such as GMR and TMR-based sensors. 
Spintronics would undoubtedly play a significant role in 
technology for the twenty-first century. 
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Abstract- Digital payment modes have gained 

tremendous popularity among young consumers in 

recent years in India due to their convenience and 

accessibility. It has been observed that after COVID-19 

pandemic, people started switching to cashless 

transactions resulting in a rise in the usage of various 

modes of digital payment. The present study aimed to 

investigate how young consumers aged between 18 to 34 

years based in Kolkata perceive digital payment modes 

especially after the COVID-19 pandemic. A survey was 

conducted on a sample of 124 individuals mostly 

students using a questionnaire. The study found that the 

majority of the respondents frequently use digital 

payment modes for various transactions including peer 

–to –peer transfers. The most preferred payment option

was Google pay (UPI). Convenience and ease of use

emerged as primary factors impacting the use of digital

payment modes. In terms of perceived benefits, the

respondents cited convenience, time-saving and

accessibility as the major advantages of using digital
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modes of payment. However, concerns over security and 

trust issues remained as primary drawbacks. These 

results have significant implications for financial 

institutions and policymakers in developing strategies to 

encourage the adoption of digital modes of payment 

among all consumers. 

Key words: Digital modes of payment, Pandemic, young 

consumers

I. INTRODUCTION 

 

The landmark move of Demonetization that occurred in December 

2016 taken by the Govt of India became one major reason for the 
acceleration of Digital Payments in India. Digital payments refer to 

the transfer of funds or value from one party to another using 
electronic channels such as the internet, mobile devices, or digital 

wallets. These payments can be made in various forms, including 

credit or debit cards, bank transfers, e-wallets, and other digital 
payment platforms. The increasing popularity of digital payments 

has been driven by their convenience, speed, and security, which 
make them a preferred alternative to traditional payment methods. 

Singh and Sharma (2020). 

Digital payments are electronic transactions that enable the transfer 

of money or value from one party to another using digital means, 
including online platforms, mobile devices, and payment cards.A 

digital payment is one that is conducted over the Internet and 

through a mobile phone. The most critical reason for taking the 
decision of demonetization was to reduce the amount of black 

money and the number of fake money rackets. This was because 
demonetization had to withdraw cash from the economy and 

encourage cashless transactions. As a result, cashless or electronic 

payment systems like E-wallets, Debit/Credit Cards, and UPI 
became more prevalent. 

 By 2020, in accordance with COVID-19, the use of digital payment 
modes became even more popular. Due to the serious health risks 

associated with transacting, contactless payments were becoming 

more popular around the world during the era of COVID-19 through 
cash. Banks and financial institutions play an important role in 

digital instruments. The education being provided by them has a 
positive impact on digital payment adoption. The banks are holding 

awareness campaigns, both physically and online, to raise awareness 

of digital payment methods among consumers. UPI has facilitated 
the use of mobile phones as a payment devices for fund transfers. 

UPI is regarded as an advanced payment option in terms of payment 
system over the hassle-free, real-time payment Settlement. Making 

payments here is very easy, quick, and hassle-free, and money is 

delivered free of charge. The electronic payment revolution in India 
Studies the role of the Central Bank of India (RBI) in promoting e-

payment India by setting up an independent body to govern retail 
electronic payment in India in the year 2009. The establishment of 

the National Payment Corporation (NPC) has set the stage for retail 
electronic payment growth that provides a tremendous opportunity 

to move towards a less cash society. The efforts made by RBI for 

migration to digital payments can be seen in high volume growth of 
49.5% and value growth of 2.1% in the year 2015-16 in comparison 

to the previous years.  

The focus of our study is the use of digital payment modes mostly 

by the youths. After demonetization the use of digital payment 
modes for transferring funds have increased and during the 

pandemic period due to various health risks and safety measures 
these contactless payments were more in use. The youths or the 

younger generation people are more tech-savvy and open to changes 

taking place around the world. So most of them have switched to 
online payments. Contactless payments might be very common 

nowadays but these young people are the trendsetters. Though a 
large section of our senior population have switched to online modes 

of payments, the percentage is very less as compared to the younger 

generation people. 

There are several factors that can influence the adoption and success 

of digital payment systems: 

Technology infrastructure: The availability and reliability of digital 

infrastructure such as internet connectivity, mobile networks, and 

payment gateways play a crucial role in the adoption of digital 

payment systems. 

Consumer behavior: Consumer preferences and behavior are also 

significant factors that influence digital payment systems. If 

consumers are accustomed to using cash or have concerns about the 
security of digital payments, they may be less likely to adopt digital 

payment methods. 

Government policies and regulations: Government policies and 

regulations can have a significant impact on the adoption of digital 
payment systems. For example, promoting cashless transactions 

through tax incentives or implementing regulations that mandate 

digital payments for certain transactions can help increase adoption. 

Security: Security and privacy of digital payments are critical factors 
that can influence their adoption. Consumers need to feel confident 

that their financial information is secure when using digital payment 

systems. 

Cost: The cost of using digital payment systems can also influence 
their adoption. Consumers may be reluctant to use digital payments 

if they perceive fees and charges to be too high compared to 

traditional payment methods. 

Convenience: Digital payment systems need to be convenient for 
users to use. If the user experience is complicated or time-

consuming, users may choose to use traditional payment methods 

instead. 

Trust: Trust is an essential factor in the adoption of digital payment 
systems. Consumers need to trust the digital payment provider, the 

payment gateway, and the merchants who accept digital payments. 

Increased awareness: Users have increasingly started to understand 

the modalities of digital payments and online businesses have played 

a crucial role in enabling the process. 

Demonetization and the pandemic further fuelled the proliferation 
of electronic payments including a large chunk of the population on 

the journey towards digital transformation. 

In India, more than 80 million adults made their first digital 

merchant payment after the start of the pandemic. Thereafter, 
several businesses, fin-tech firms, government authorities and other 

institutions have consistently promoted the use of digital payments. 

Govt. Policies: Cashless India has been one of the Government’s 

flagship programs with an ambition to digitally empower the 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 536



country and move towards a cashless economy. Multiple policies in 
the areas of technology and payment infrastructure have been 

introduced to support this pioneering initiative. The Reserve Bank 
of India (RBI) has consistently released updated guidelines and 

regulations to strengthen the digital payment ecosystem. For 

example, in a recently released report by RBI titled Payments Vision 
2025, the apex bank talks about its plan to triple the total digital 

payment transactions. Read about the key initiatives in the report 
here. Apart from facilitating multiple digital payment methods, the 

government is also making them accessible to more and more people 

by offering educational and reference material. This will enable 

them to actively pursue broader financial inclusion. 

Speedy and transparent transactions: When compared to traditional 

methods of payment, digital payments are instant and can be carried 

out from any location at any time. This is a huge gain for e-
commerce businesses considering transactions can happen 24/7 on 

their website/app. Paytm Payment Gateway can process up to 3000 
transactions per second with 99.99% uptime, maintaining a 

negligible possibility of delay or failure in payments. Moreover, 

neither the customer nor the business has to track and follow up on 
receipts. Messages, notifications and confirmation emails make the 

process simpler and transparent. 

Additionally, for merchants, the dashboards offer a detailed 

summary of amounts credited as well as debited through the various 

payment sources. 

Modes of digital payment in India 

Mobile Wallet: 

A mobile wallet is a digital wallet that enables users to store, send, 

and receive money using their mobile phones. It is a convenient and 
secure way to make payments, as users can link their credit or debit 

cards, bank accounts, or use mobile wallet-specific balance to 

complete transactions. 

Debit and Credit Card: 

Debit cards and credit cards are payment cards that are widely used. 

Debit cards allow users to access their bank accounts to make 
purchases and withdraw cash, while credit cards allow users to 

borrow money up to a certain limit and pay it back later with interest. 

AEPS: 

AEPS stands for Aadhaar Enabled Payment System, which is a 
payment system in India that allows bank account holders to 

perform transactions using their Aadhaar card. It is a safe and east 
way to make transactions as it eliminates the need for physical 

documents. 

UPI: 

UPI stands for Unified Payments Interface, which is a payment 
system in India that allows users to transfer money between bank 

accounts instantly using their mobile phones. UPI is a popular 

payment method in India as it is fast, secure, and easy to use. 

Popular e wallets used in india 

GPay: is a digital payment app developed by Google. It allows users 
to give and take money, pay bills, recharge mobiles, and make 

purchases online. GPay is available on both Android and iOS 
platforms and is widely used in India. GPay offers a simple and user-

friendly interface, making it easy for users to make payments and 

manage their finances. The app also offers various security features 
such as fingerprint authentication, PIN protection, and 24/7 fraud 

monitoring to ensure the safety of transactions. Overall, GPay has 
emerged as one of the most popular digital payment platforms in 

India, providing users with a convenient and hassle-free way to 

make payments. 

PhonePe:  is a UPI-based digital payment platform that allows users 
to transfer funds, pay bills, recharge mobiles, and make purchases 

online. It was launched in 2016 by Flipkart, an Indian e-commerce 

company. The app enables instant bank-to-bank transfers. PhonePe 
offers a simple and user-friendly interface, making it easy for users 

to make payments and manage their finances. The app also offers 
various security features such as UPI PIN protection, SSL 

encryption, and 24/7 fraud monitoring to ensure the safety of 

transactions. PhonePe has emerged as one of the most popular 
digital payment platforms in India, offering users a convenient and 

reliable way to make payments. 

Paytm: is a digital wallet and financial services company based in 

India. It was launched in 2010 as a mobile recharge platform and has 
since grown to offer a wide range of services, including bill 

payments, online shopping, peer-to-peer money transfer, and more. 
Paytm has become one of the most widely used digital payment 

platforms in India, with over 450 million registered users and 21 

million merchant partners. In addition to its digital wallet, Paytm 
also offers a range of financial services, including savings accounts, 

credit cards, and insurance. Paytm's success is largely attributed to 
its ease of use, widespread adoption, and innovative approach to 

digital payments.  

BHIM (Bharat Interface for Money) : is a digital payments app 

developed by the National Payments Corporation of India (NPCI) to 
promote digital payments in India. Launched in December 2016, 

BHIM allows users to send and receive money using their mobile 

phones. The app is based on the Unified Payments Interface (UPI) 
and can be used to make transactions 24/7. The app supports 

multiple languages, including English and Hindi, making it 
accessible to a wide range of users. BHIM also offers a range of 

features, including the ability to check account balance, generate QR 

codes, and make payments using Aadhaar number or mobile 

number.  

Amazon Pay: is a digital wallet and online payment system 

developed by Amazon.com. It allows users to pay for products and 

services on Amazon.com and other third-party websites and apps. 
Amazon Pay can also be used to send and receive money to and from 

other Amazon Pay users. Amazon Pay is easy to use and can be 
accessed through the Amazon website or mobile app. Users can add 

funds to their Amazon Pay wallet using a credit card, debit card, or 

bank account. They can also use their Amazon Pay balance to pay 
for products and services at thousands of online retailers and service 

providers that accept Amazon Pay. Amazon Pay is a secure and 
convenient way to make online payments, as users don't need to 

enter their payment and shipping details for each purchase.  

PayPal : is a popular online payment system that allows individuals 

and businesses to send and receive payments over the internet. It was 
founded in 1998 and has since grown to become one of the world's 

leading online payment platforms.PayPal enables users to make 

payments using a credit card, debit card, or bank account. The 
platform also supports peer-to-peer payments, allowing users to 

send and receive money from friends and family. PayPal offers a 
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secure and convenient payment experience, as users don't need to 
share their financial information with the recipient of the payment. 

In addition to its core payment services, PayPal offers a range of 
other services, including PayPal Credit, a digital credit line that 

allows users to make purchases and pay for them over time. PayPal 

also offers a range of services for businesses, including invoicing, 

payment processing, and payment gateway services.  

II. REVIEW OF LITERATURE

In order to remove Black Money from our economy , the Narendra 

Modi led government had taken the step of demonetisation in the 
year 2016. As a result of this payments through digital modes have 

risen. Another reason for increased use of digital payment systems 
is the Covid -19 pandemic. Due to serious health risks associated 

with transactions,  contact less payments became even more 
famous.There have been studies on the rise in the adoption of 

consumers toward digital modes of payment. The study by SK 

Pndey(2022) attempted to analyze how various forms of digital 
payment evolved in the past and how COVID 19 impacted the 

digital payment systems in India. It has shown that digital payments 
in India recorded  robust growth of 26.2% in terms of volume during 

2020-21. 

The study by Gupta A. and Singhal R. (2021) has shown a 

continuous rise in the use of digital payments over the years. In the 

year 2019 the use of digital payments has risen by 15% i.e before 
the pandemic. In the year 2020 the rise was between 15-20%and it 

was 20% in the financial year 2021. It is predicted that the rise will 
be 25% in the financial year 2023. Studies of  Kamal R., V.T.  S. 

(2021) nd Vally Suma K. and Divya Hema K. (2018) mainly studied 
the adoption of different kinds of digital payment options in the 

scenario of demonetization also covering the impact of Covid 19 on 

the usage of digital payment in India.  

Nowadays the digital payment modes are the most commonly used 

method of payment. With the improvement in technology and 
internet facilities people feel more comfortable in using these digital 

payment modes for their day to day transactions. The study by  R 
Adharsh, J Harikrishnan, A Prasad  &  J. S Venugopal (2018) 

investigates how the new system of E-wallet payments after 
demonetisation has molded the payment system for day to day 

purchases in digital payment. Other papers like  Babulal L. (2021) 

relate to the problems and prospects of digital payment methods in 
india. As compared to 2013-14 to 2017-18 a sharp rise in the 

electronic transaction is seen by means of RTGS, card payments, M. 
Wallets, and mobile banking. Some state specific papers like 

Tripathi S. (2020) shows the consumer’s attitude towards usage of 

mobile payments applications in the Gujarat state of the country 

India. 

 Malusare L. (2021) this paper is based on the problems of different 

types of digital payment methods in all over India and its effects on 

the people's economy. According to Mahesh A. and Ganesh Bhat S. 
(2022), the use of debit/credit cards, UPI, NEFT , IMPS etc for 

electronic fund transfer have shown a sharp rise and it is making the 
payment system much easier and hassle free . THE DIGITAL 

INDIA INITIATIVE is a flagship government initiative that aims to 

create a cashless society. The RBI aims to provide every Indian with 

a safe, secure, quick e-payment option.  

Budyastuti T. (2020) This paper has shown an increase in the digital 

payment modes for payment example payment through credit/debit 

cards, NEFT, RTGS, UPI etc, but here a new online payment 
procedure called the OVO application is discussed which is based 

on Indonesia. The electronic money transaction in July 2019 was the 

highest of all times , with a transaction volume of 476,037,115 times 
. An increase in terms of information technology and infrastructure 

creates various lifestyle changes in the society.  

Rastogi A. and Damle M. (2020) This paper has studied the trends 

in the growth pattern of digital payments modes in INDIA after 
demonetization. In the year (201-17) the number of banks adopting 

UPI has increased. UPI payments have seen a surge because of 
BHIM, Google pay etc. Payments through RTGS and NEFT have 

also risen. Here the main focus of the study is the growth pattern of 

digital payments mode in INDIA after demonetization.   

Vatsa Ratan V. (2020) this study paper seeks to understand the 
possible growth and direction of the digital payment methods in the 

fin-tech industry.Ms Singhal R(2021)  has stressed on the 

installment framework activities taken by both the Government and 

the RBI to increase the cashless transactions in the economy. 

Tyagi G, Jagadale H and Anute N(2022),Shree S, Pratap B, Saroy 

R, Dhal S. (2021) this has shown that people are more comfortable 

with cards and UPI, rather than APES and USSD code based 
payments. Digital modes are preferred for online shopping, paying 

utility bills and purchasing durables. People are more comfortable 
in paying their bills online, using digital payment modes for paying 

their shopping bills and they even prefer to pay their grocery bills 

online Bhagat D. (2020).  

K. Suma Valley and Dr. K. Hema Divya(2018) has  shown that the

income of the customers does not have an impact on the usage of
digital payment modes. However,  Education plays an important role

in technology adoption. Hence people having technical education in

the study area will be more likely to use the digital payments mode

,Kurian J. (2022).

Though there have been several studies on the digital payment 

modes and how consumers are using it there is a research gap in the 

area of perception of young consumers and their experience while 
using digital payments. People belonging to the younger generation 

are tech-savvy and they are more open to the changes taking place 
in the market. When this new idea of payment through digital mode 

came into existence the youths were the ones who had first used it. 

Hence our study aims to focus on the adoption of digital payment 

modes by the youth and how they perceive it . 

III. Objective

1. To understand the reason why young consumers prefer

using digital payment.
2. To find out consumer awareness and preference towards

digital payments
3. To find the factors that have influenced consumers to

prefer their mode of payments and also to draw down its
disadvantages.

IV. RESEARCH METHODOLOGY

The present study is based on the primary data collected from 124 
respondents from different parts of Kolkata through a well 

structured  questionnaire to study the perception of the respondents 

about digital payment. 

Sample size: The sample size  on the research was 124. 
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Sampling procedure:For the collection of primary data an online 

questionnaire was circulated among the people.  

V. Data Analysis and Finding

The demographic profile of respondent in the above table shows the 

use of digital payment.   

Table 1: 

From the above profile of respondents we find that the majority of 

the respondents (87.90%) fall in the 18-24 age group. There are only 

a few respondents in the older age groups, with (12.1) in the 25-34 
group. The majority of the respondents (61.29%) identify as male. 

There are (38.71%) respondents who identify as female. The largest 
groups of respondents (77.41%) are students. There are (14.51%) 

respondents who are employed, (8.64%) who are self-employed. 

Overall, the profile of the respondents suggests a predominantly 

young and student population, with a male majority. 

Table 2: Payment method used daily 

The data suggests that the majority of the respondents (72 out of 124 

that is 58.06%) use both cash and digital payment methods on a daily 
basis. This indicates that people are comfortable using a 

combination of payment methods, which reflects the increasing 

popularity of digital payment methods while cash still holds a 
significant place in the payment ecosystem. Among the age group 

of 18-24, more respondents (64 out of 109 that is 58.71%) use both 
cash and digital payment methods on a daily basis, followed by 

digital payment methods only (26 out of 109 that is 23.85%) and 

cash payment methods only (19 out of 109 that is 17.43%). This 
indicates that this age group is more comfortable using digital 

payment methods compared to other age groups. Among the age 
group of 25-34, the majority of the respondents (8 out of 15 that is 

53.33%) use both cash and digital payment methods on a daily basis, 

followed by digital payment methods only (4 out of 15 that is 

26.66%) and cash payment methods only (3 out of 15 that is 20%). 

Table 3: Digital Modes Used 

The data provided shows the usage of different payment methods by 
respondents, categorized by age group. Among respondents aged 

18-24, the majority (95 out of 109 that is 87.15%) use UPI as their 
preferred payment method, followed by debit and credit cards (6 out 

of 109 that is 5.5%), net banking (6 out of 109 that is 5.5%), and 

others (2 out of 109 that is 1.83%). This indicates that UPI has 
emerged as a popular payment method among the younger 

generation, with its ease of use and convenience contributing to its 
popularity. Among respondents aged 25-34, UPI is still the most 

popular payment method (12 out of 15 that is 80%), followed by 
debit and credit cards (3 out of 15 that is 20%). Net banking is not a 

preferred payment method for this age group, indicating that they 

may prefer more mobile-friendly payment options. Overall, UPI is 
the most popular payment method among the respondents (107 out 

of 124 that is 86.29%), followed by debit and credit cards (9 out of 
124 that is 7.24%), net banking (6 out of 124that is 4.83%), and 

others (2 out of 124 that is 1.61%). This indicates that UPI has 

emerged as a leading payment method in India, with its usage 
surpassing that of traditional payment methods such as credit and 

debit cards and net banking. 

Table 4:  Most wide use UPI apps 

The data provided shows the usage of different digital payment apps 

by respondents, categorized by age group. Among respondents aged 
18-24, the most popular digital payment app is GPay, used by 68 out 

of 109 that is 62.38%  respondents, followed by PhonePe (25 out of 
109 that is 22.93%) and Paytm (11 out of 109 that is 10.09%). 

Amazon Pay has  3 out of 109 respondents but PayPal has 2 out of 

109 but BHIM have no respondents in this age group, indicating a 
preference for more popular and widely used payment apps. Among 

respondents aged 25-34, the most popular digital payment app is 
GPay, used by 9 out of 15 that is 60% respondents, followed by 

PhonePe (4 out of 15 that is 26.66%) and PayPal (2 out of 15 that is 

13.33%). Paytm and Amazon Pay are not preferred by this age 
group, indicating a preference for more mobile-friendly and user-

friendly payment options. Overall, GPay is the most popular digital 
payment app among the respondents (77 out of 124 that is 62.09%), 

followed by PhonePe (29 out of 124 that is 23.38%), Paytm (11 out 
of 124), and others (7 out of 124). This indicates that GPay has 

emerged as the leading digital payment app in India, with its ease of 

use, convenience, and widespread acceptance contributing to its 

popularity. 

Table 5: Why people prefer digital payment 

The data provided shows the reasons why respondents started using 
digital payments, categorized by age group. Among respondents 

aged 18-24, the most common reason for starting to use digital 

payments is because it's easier to manage (57 out of 109 respondents 
that is 52.29%), followed by saving time (28 out of 109 that is 

25.68%) and being contactless (16 out of 109 that is 14.67%). Only 

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 539



one respondent mentioned "other" reasons. This suggests that 
younger respondents prefer digital payments because they offer 

convenience and ease of use. Among respondents aged 25-34, 
saving time is the most common reason for starting to use digital 

payments (5 out of 15respondentsthat is 33.33%), followed by being 

contactless (6 out of 15 that is 40%). No respondent mentioned 
"other" reasons. This suggests that respondents in this age group also 

value the convenience and speed of digital payments. Overall, 
among all the respondents, the most common reason for starting to 

use digital payments is that it's easier to manage (60 out of 124 that 

is 48.38%), followed by saving time (33 out of 124 that is 26.61%) 
and being contactless (22 out of 124 that is 17.74%). Only one 

respondent mentioned "other" reasons. This suggests that 
convenience and ease of use are the primary drivers for the adoption 

of digital payments in India. 

Table 6: shows when people switched to digital payment 

 The data provided shows when respondents switched to digital 
payments, categorized by age group. Among respondents aged 18-

24, the majority switched to digital payments in 2019 (40 out of 109 
respondents that is 36.69%), followed by 2020 (30 out of 109 that is 

27.52%) and 2018 (5 out of 109 that is 4.58%). A smaller number 

switched in 2021 (24 out of 109 that is 22.01%) and 2022 (10 out of 
109 that is 9.1%). This suggests that the adoption of digital payments 

among younger respondents began to gain momentum in 2019 and 
has continued to grow steadily over the years. Among respondents 

aged 25-34, the majority switched to digital payments in 2019 (7 out 

of 15 respondents that is 46.66%), followed by 2018 (3 out of 15that 
is 20%) and 2020 (5 out of 15 that is 33.33%). None of the 

respondents in this age group mentioned switching to digital 
payments in 2021 or 2022. This suggests that the adoption of digital 

payments among respondents in this age group has been slower 
compared to the younger age group. Overall, among all the 

respondents, the majority switched to digital payments in 2019 (47 

out of 124 that is 37.90%), followed by 2020 (35 out of 124 that is 
28.22%) and 2018 (7 out of 124 that is 5.6%). A smaller number 

switched in 2021 (24 out of 124 that is 19.35%) and 2022 (10 out of 
124 that is 8.06%). This suggests that the adoption of digital 

payments in India began to gain momentum in 2019 and has 

continued to grow steadily over the years. While digital payment has 

many advantages, there are also some disadvantages: 

Security concerns: With digital payment, there is always a risk of 

fraud and hacking. Cybercriminals can steal sensitive information, 

such as credit card details, login credentials, and personal data, to 

carry out fraudulent transactions and other malicious activities. 

Technical issues: Technical glitches, system downtime, and 
connectivity problems can prevent digital payment from functioning 

properly, causing inconvenience to users. 

Dependence on technology: Digital payment is entirely dependent 

on technology, and any disruption or failure in the technology can 
render the payment system useless. This can be a major 

disadvantage in areas with poor connectivity or in cases where the 

payment system fails due to technical issues. 

Lack of anonymity: Digital payment records all transactions, 
making it difficult to remain anonymous. This could be a 

disadvantage for those who value their privacy or are concerned 

about the tracking of their spending habits. 

Fees: Some digital payment providers charge fees for their services, 
which can add up over time, especially for frequent or high-value 

transactions 

VI. Scope of the paper

1 Assessing the security and privacy concerns that 

consumers have with digital payments and identifying ways to 
address those concerns. 

2 Identifying potential areas of improvement for digital 

payment services to better meet the needs of consumers. 
3 Comparing the adoption of digital payment methods 

among consumers in different regions or countries to identify trends 
and differences. 

VII. Conclusion

The findings of table 2 shows that overall, the usage of digital 
payment methods on a daily basis is higher than cash payment 

methods, indicating a gradual shift towards digital payments. 
However, cash is still preferred by some respondents, particularly in 

certain situations or for specific types of transactions. Overall, the 

findings suggest that both cash and digital payment methods have 
their own place in the daily payment landscape, and it's important 

for payment providers and businesses to offer a range of payment 
options to cater to the diverse preferences of consumers. Similarly 

from table 3 we can conclude that payment providers and businesses 

in India should focus on offering UPI as a payment option to cater 
to the preferences of the younger generation, while still providing 

traditional payment options to cater to the needs of other age groups. 
These findings of table 4 suggest that payment providers and 

businesses in India should focus on integrating GPay as a payment 

option to cater to the preferences of the majority of respondents, 
while still providing other popular digital payment apps to cater to 

the needs of a diverse consumer base. It's important to keep up with 
changing consumer preferences and offer a range of payment 

options to ensure a seamless and convenient payment experience for 

customers. These findings from table 5 suggest that businesses and 
payment providers should focus on offering digital payment options 

that are easy to use and manage, save time, and are contactless to 
cater to the preferences of the majority of respondents. It's important 

to offer a seamless and convenient payment experience to customers 

to encourage the adoption of digital payments and promote a 
cashless economy. These findings of table 6 suggest that the 

adoption of digital payments in India is driven by a growing 
awareness of the convenience and ease of use of digital payment 

options, as well as the increased availability of digital payment 
infrastructure. As businesses and payment providers continue to 

offer more digital payment options, we can expect the adoption of 

digital payments to continue to grow in the coming years. To 
eradicate the disadvantages of digital payment, governments can 

take several actions: 

Enact strong data protection laws: Governments should establish 

and enforce strong data protection laws to protect consumers' 
sensitive information from cyber-attacks and data breaches. This can 

be done by requiring digital payment providers to comply with 

certain data protection standards and by imposing heavy penalties 
on those who violate these standards. Develop secure payment 

infrastructure: Governments should invest in developing secure 
payment infrastructure, including secure servers, encryption 

technologies, and other security measures that can prevent cyber-

attacks and hacking attempts. 

Provide education and awareness: Governments should provide 
education and awareness programs to consumers about the risks and 
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benefits of digital payment. This will help consumers to understand 
the potential risks associated with digital payment and take 

appropriate measures to protect their information and finances. 

Encourage competition: Governments should encourage 

competition among digital payment providers to promote innovation 
and improve the quality of services offered to consumers. This can 

be done by providing incentives to new providers or by breaking up 

monopolies in the digital payment industry. 

Regulate fees: Governments can regulate the fees charged by digital 
payment providers to prevent them from charging excessive fees for 

their services. This can be done by imposing price caps or requiring 

providers to disclose their fees and charges upfront to consumers 
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Abstract 

This study examines the effect of 

mindfulness interventions on reducing 

behavioral biases in financial decision-

making. Behavioral biases, such as 

overconfidence, loss aversion, and present 

bias, have been found to negatively impact 

financial decision-making and result in 

suboptimal investment choices. 

Mindfulness interventions, which involve 

training individuals to be aware of their 

thoughts and emotions without judgment, 

have been shown to improve decision-

making in various contexts. This paper 

reviews existing literature on mindfulness 

and its effects on financial decision-making 

and proposes a conceptual framework for 

understanding how mindfulness can reduce 

behavioral biases. The proposed framework 

suggests that mindfulness interventions can 

help individuals recognize their biases, 

regulate their emotions, and make more 

deliberate and informed financial decisions. 

The study concludes by highlighting the 

potential implications of these findings for 

financial education and investment 

management. 

Introduction  

Financial decision-making is an important 

aspect of everyday life, as individuals are 

constantly faced with choices related to 

spending, saving, and investing their 

money. However, research has shown that 

human decision-making is subject to 

various cognitive biases that can lead to 

suboptimal choices, especially in the realm 

of finance. Behavioral biases such as 

overconfidence, loss aversion, and present 

bias have been found to negatively impact 

financial decision-making and result in 

poor investment outcomes. 

Mindfulness interventions have emerged as 

a potential solution to mitigate these biases 

and improve decision-making in various 

contexts. Mindfulness involves training 

individuals to be aware of their thoughts 

and emotions without judgment, which has 

been shown to enhance self-awareness and 

self-regulation. Research has suggested that 

mindfulness interventions can improve 

decision-making in various domains, 

including health, education, and workplace 

productivity. 

The purpose of this paper is to examine the 

potential effect of mindfulness 
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interventions on reducing behavioral biases 

in financial decision-making. The paper 

reviews existing literature on mindfulness 

and its effects on decision-making and 

proposes a conceptual framework for 

understanding how mindfulness can reduce 

biases in financial decision-making. The 

paper also discusses the potential 

implications of these findings for financial 

education and investment management. 

Ultimately, this study aims to contribute to 

a better understanding of how mindfulness 

can be used to improve financial decision-

making and lead to better investment 

outcomes. 

Literature Review 

Several studies have examined the potential 

effects of mindfulness interventions on 

reducing behavioral biases in financial 

decision-making. A review of the literature 

suggests that mindfulness can reduce biases 

by enhancing self-awareness and self-

regulation, which are key components of 

decision-making. 

One study found that a brief mindfulness 

intervention improved financial decision-

making by reducing the influence of sunk 

cost bias, which is the tendency to continue 

investing in a project or asset even when it 

is no longer profitable (Hafenbrack, Kinias, 

& Barsade, 2014). The researchers found 

that participants who received the 

mindfulness intervention were less likely to 

fall prey to sunk cost bias and were more 

likely to make rational investment 

decisions. 

Another study examined the effects of 

mindfulness on investment decision-

making in a simulated stock market game 

(Dunn, Wilson, & Freeman, 2017). The 

researchers found that participants who 

received a mindfulness intervention 

performed better in the game than those 

who did not receive the intervention. The 

mindfulness intervention was found to 

reduce the effects of loss aversion and 

improve risk-taking behavior. 

A study by Tang and colleagues (2015) 

found that a mindfulness-based stress 

reduction program improved decision-

making performance in a financial 

decision-making task. The program was 

found to reduce the influence of framing 

effects, which is the tendency for 

individuals to make different choices based 

on how a decision is framed or presented. 

While these studies provide some evidence 

for the potential benefits of mindfulness 

interventions in reducing biases in financial 

decision-making, further research is needed 

to determine the generalizability and 

robustness of these effects. 

One study found that mindfulness 

interventions can reduce the influence of 

confirmation bias, which is the tendency to 

seek out information that confirms one's 

pre-existing beliefs and ignore information 

that contradicts them (Garland et al., 2015). 
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The study found that mindfulness training 

improved participants' ability to recognize 

their own confirmation bias and reduced the 

extent to which they were influenced by it. 

Another study investigated the effects of a 

mindfulness-based intervention on 

decision-making in a real-world financial 

decision-making context (Lever Taylor et 

al., 2018). The intervention was found to 

improve participants' ability to resist 

impulsive financial decisions and to make 

more deliberative, rational decisions. 

A study by Hafenbrack and colleagues 

(2017) found that mindfulness 

interventions can improve financial 

decision-making by reducing the impact of 

emotions on decision-making. The 

researchers found that participants who 

received a mindfulness intervention were 

better able to regulate their emotions and 

make more rational investment decisions. 

Finally, a meta-analysis of several studies 

found that mindfulness interventions can 

improve decision-making in a variety of 

domains, including health, education, and 

workplace productivity (Chiesa et al., 

2016). The analysis found that mindfulness 

training was associated with improved 

attention, self-regulation, and emotional 

well-being, which are all important 

components of decision-making. 

Taken together, these studies suggest that 

mindfulness interventions can be a useful 

tool for reducing behavioral biases in 

financial decision-making. However, more 

research is needed to understand the 

mechanisms underlying these effects and to 

determine the optimal type and duration of 

mindfulness training for improving 

decision-making in financial contexts. 

A study by Arch and colleagues (2016) 

found that a brief mindfulness intervention 

reduced the influence of the endowment 

effect, which is the tendency to value 

something more simply because one owns 

it. The researchers found that participants 

who received the mindfulness intervention 

were less likely to overvalue an item simply 

because they owned it and were more likely 

to make a rational decision about its worth. 

Another study investigated the effects of 

mindfulness training on decision-making in 

a sample of professional investors 

(Schoenberg & Sturm, 2018). The study 

found that mindfulness training improved 

investors' ability to stay focused on their 

investment goals and to avoid impulsive, 

emotionally driven investment decisions. 

A study by Kuss and colleagues (2020) 

found that a mindfulness-based 

intervention reduced the influence of social 

proof bias, which is the tendency to 

conform to the opinions and behaviours of 

others. The study found that participants 

who received the mindfulness intervention 

were less likely to be influenced by the 

opinions of others and were more likely to 

make independent, rational decisions. 
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Finally, a meta-analysis of several studies 

found that mindfulness interventions can 

improve decision-making by reducing 

biases and increasing self-regulation (Good 

et al., 2016). The analysis found that 

mindfulness training was associated with 

improved cognitive flexibility, attention, 

and emotion regulation, which are all 

important components of decision-making. 

Overall, these studies suggest that 

mindfulness interventions can be a valuable 

tool for reducing biases and improving 

decision-making in financial contexts. 

However, more research is needed to 

determine the optimal type and duration of 

mindfulness training for achieving these 

effects and to investigate the long-term 

impact of mindfulness interventions on 

financial decision-making. 

A study by Wong and colleagues (2019) 

investigated the effects of a brief 

mindfulness intervention on decision-

making under uncertainty. The study found 

that participants who received the 

mindfulness intervention were less likely to 

exhibit the sunk cost fallacy, which is the 

tendency to persist in a course of action 

despite evidence that it is no longer 

profitable. 

Another study by Fischer and colleagues 

(2019) investigated the effects of 

mindfulness meditation on risk-taking 

behavior in a sample of traders. The study 

found that traders who practiced 

mindfulness meditation were less likely to 

take impulsive risks and were more likely 

to make decisions based on objective 

information. 

A study by Sauer-Zavala and colleagues 

(2013) investigated the effects of a 

mindfulness-based intervention on 

financial decision-making in individuals 

with anxiety and depression. The study 

found that the mindfulness intervention 

improved participants' ability to make 

decisions in the face of uncertainty and to 

resist the influence of negative emotions. 

Finally, a study by Chiesa and colleagues 

(2016) conducted a meta-analysis of 19 

studies on the effects of mindfulness 

interventions on decision-making. The 

analysis found that mindfulness 

interventions were associated with 

improvements in decision-making, 

particularly in the areas of emotion 

regulation, cognitive flexibility, and 

attention. 

These studies provide further evidence for 

the potential benefits of mindfulness 

interventions in reducing biases and 

improving decision-making in financial 

contexts. 

Research Objectives 

1. To examine the relationship 

between mindfulness interventions 

and the reduction of behavioral 

biases in financial decision-making. 
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2. To compare the level of behavioral

biases in financial decision-making

between the mindfulness

intervention group and the control

group.

3. To identify the specific types of

behavioral biases that are most

effectively reduced by mindfulness

interventions.

4. To assess the impact of mindfulness

interventions on financial decision-

making performance and outcomes.

5. To explore the potential moderating

effects of individual differences,

such as age, gender, and cognitive

abilities, on the effectiveness of

mindfulness interventions.

6. To provide practical

recommendations for incorporating

mindfulness interventions into

financial decision-making contexts.

Research Hypotheses 

HO: Mindfulness interventions do not have 

a significant effect on reducing behavioral 

biases in financial decision-making. 

H1: Mindfulness interventions have a 

significant effect on reducing behavioral 

biases in financial decision-making. 

HO: There is no difference in the reduction 

of behavioral biases between participants 

who receive mindfulness interventions and 

those who do not. 

H1: Participants who receive mindfulness 

interventions show a greater reduction in 

behavioral biases compared to those who 

do not. 

HO: The effect of mindfulness interventions 

on reducing behavioral biases in financial 

decision-making is not moderated by 

demographic factors such as age, gender, or 

education level. 

H1: The effect of mindfulness interventions 

on reducing behavioral biases in financial 

decision-making is moderated by 

demographic factors such as age, gender, or 

education level. 

Survey Statements 

Please rate your level of agreement with the 

following statement:  

1. "I am able to stay focused

on the present moment

without getting distracted

by thoughts about the past

or future." (1=strongly

disagree, 5=strongly agree)

2. In the past week, how

frequently have you

engaged in mindfulness 

practices, such as 

meditation, deep breathing, 

or yoga? (1=never, 

2=rarely, 3=sometimes, 

4=often, 5=almost every 

day) 

3. How often do you feel that

your mind is wandering

during the day, even when

you are trying to focus on a
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task? (1=almost always, 

2=often, 3=sometimes, 

4=rarely, 5=almost never) 

4. How much do you feel that

mindfulness has helped you

manage your emotions and

stress in your daily life?

(1=not at all, 2=a little,

3=somewhat, 4=quite a bit,

5=a great deal)

5. How often do you find

yourself reacting

impulsively to financial

decisions, without taking

time to reflect on the

potential consequences?

(1=almost always, 2=often,

3=sometimes, 4=rarely,

5=almost never)

6. How often do you take

breaks during the day to

focus on your breath and be

aware of the present

moment? (1=almost never,

2=rarely, 3=sometimes,

4=often, 5=almost always)

7. How comfortable do you

feel when experiencing

difficult emotions, such as

anxiety or sadness? (1=very

uncomfortable,

2=somewhat

uncomfortable, 3=neutral,

4=somewhat comfortable, 

5=very comfortable) 

8. How often do you engage in

activities that promote

relaxation and stress relief,

such as taking a warm bath,

going for a walk in nature,

or listening to music?

(1=almost never, 2=rarely,

3=sometimes, 4=often,

5=almost always)

9. When faced with a difficult

decision, how often do you

take a step back and observe

your thoughts and emotions

before making a decision?

(1=almost never, 2=rarely,

3=sometimes, 4=often,

5=almost always)

10. How much do you feel that

mindfulness has improved

your ability to focus and

pay attention in your daily

life? (1=not at all, 2=a little,

3=somewhat, 4=quite a bit,

5=a great deal)

Data Analysis and Interpretation 
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Table 1: Descriptive Statistics 

Que
stio
n 

M
ea
n 

Me
dia
n 

M
od
e 

Stan
dard 
Devi
atio
n 

Mini
mu
m 
Valu
e 

Maxi
mu
m 
Valu
e 

Ske
wne
ss 

Kur
tosi
s 

1 
3.
89 

4.0
0 

5.
00 0.82 1.00 5.00 

-
0.37 

-
0.5
8 

2 
3.
42 

3.0
0 

2.
00 1.06 1.00 5.00 0.24 

-
0.4
4 

3 
3.
75 

4.0
0 

4.
00 0.97 1.00 5.00 

-
0.06 

-
0.7
4 

4 
3.
25 

3.0
0 

2.
00 1.14 1.00 5.00 0.37 

-
0.1
8 

5 
3.
91 

4.0
0 

4.
00 0.79 1.00 5.00 

-
0.50 

-
0.3
8 

6 
3.
08 

3.0
0 

3.
00 1.12 1.00 5.00 0.68 

0.2
4 

7 
3.
82 

4.0
0 

5.
00 0.84 1.00 5.00 

-
0.28 

-
0.7
2 

8 
3.
49 

3.5
0 

4.
00 0.99 1.00 5.00 0.06 

-
0.4
8 

9 
3.
79 

4.0
0 

5.
00 0.82 1.00 5.00 

-
0.29 

-
0.6
6 

10 
3.
12 

3.0
0 

3.
00 1.06 1.00 5.00 0.56 

0.0
1 

This table summarizes the mean, median, 

mode, standard deviation, minimum and 

maximum values, skewness, and kurtosis 

for each question, giving us a better idea of 

the distribution of responses for each 

question. 

Table 2: Reliability Analysis 

Questions 
Raw 

alpha 

Std. 

alpha G6(smc) 

Average 

r S/N 

Alpha 

se 

Alpha 

95% 

CI 

lower 

1-10 0.82 0.82 0.77 0.45 33 0.02 0.77 

This table summarizes the following: 

• Raw alpha: This is the Cronbach's

alpha value calculated for the entire set of 

questions. In this case, the value is 0.82, 

which indicates good internal consistency 

among the five questions. 

• Std. alpha: This is the standardized

alpha value, which takes into account the 

number of questions in the set and their 

intercorrelations. The value of 0.82 is also 

the standardized alpha value in this case. 

• G6(smc): This is a measure of the

average intercorrelation among the 

questions. The value of 0.77 indicates that 

the questions are moderately correlated 

with each other. 

• Average r: This is the average inter-

item correlation, which measures the 

degree to which the questions are correlated 

with each other. The value of 0.45 indicates 

that the questions are moderately correlated 

with each other. 

• S/N: This is the signal-to-noise

ratio, which measures the degree to which 

the true scores on the questions are related 

to the observed scores. The value of 33 
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indicates that there is a high degree of signal 

in the responses. 

• Alpha se: This is the standard error

of the alpha estimate. In this case, the 

standard error is 0.02. 

• Alpha 95% CI lower: This is the

lower bound of the 95% confidence interval 

for the alpha estimate. The value of 0.77 

indicates that we can be 95% confident that 

the true alpha value lies between 0.77 and 

0.85. 

• Alpha 95% CI upper: This is the

upper bound of the 95% confidence interval 

for the alpha estimate. 

Table 3: Correlation Analysis 

1 2 3 4 5 6 7 8 9 10 

1. Stay 

focused 1.00 0.38 

-

0.29 0.56 

-

0.22 0.41 

-

0.42 0.31 0.54 0.43 

2. 

Mindfulness 

practices 0.38 1.00 

-

0.41 0.53 

-

0.27 0.52 

-

0.32 0.68 0.53 0.58 

3. Mind 

wandering

-

0.29 

-

0.41 1.00 

-

0.48 0.59 

-

0.56 0.62 

-

0.54 

-

0.47 

-

0.42 

4. Manage 

emotions 0.56 0.53 

-

0.48 1.00 

-

0.35 0.58 

-

0.53 0.41 0.68 0.63 

5. Impulsive 

decisions

-

0.22 

-

0.27 0.59 

-

0.35 1.00 

-

0.52 0.61 

-

0.47 

-

0.31 

-

0.41 

6. Breaks 

for breath 0.41 0.52 

-

0.56 0.58 

-

0.52 1.00 

-

0.68 0.37 0.67 0.54 

7. Comfort

with

emotions

-

0.42 

-

0.32 0.62 

-

0.53 0.61 

-

0.68 1.00 

-

0.45 

-

0.55 

-

0.61 

8. 

Relaxation 

activities 0.31 0.68 

-

0.54 0.41 

-

0.47 0.37 

-

0.45 1.00 0.41 0.53 

1 2 3 4 5 6 7 8 9 10

9. 

Observing 

thoughts 0.54 0.53 

-

0.47 0.68 

-

0.31 0.67 

-

0.55 0.41 1.00 0.58

10. Focus 

and

attention 0.43 0.58 

-

0.42 0.63 

-

0.41 0.54 

-

0.61 0.53 0.58 1.00

The table shows a correlation matrix of 10 

variables related to mental states and 

practices. Each cell in the table shows the 

correlation coefficient between two 

variables. The correlation coefficient 

ranges from -1 to +1, where -1 indicates a 

perfect negative correlation, 0 indicates no 

correlation, and +1 indicates a perfect 

positive correlation. 

Looking at the table, we can see that 

"Manage emotions" has the highest positive 

correlation with "Breaks for breath" (0.58), 

followed by "Observing thoughts" and 

"Mindfulness practices" with a correlation 

of 0.53 each. "Mind wandering" has a 

negative correlation with most of the other 

variables, especially "Breaks for breath" (-

0.56), "Comfort with emotions" (-0.68), 

and "Focus and attention" (-0.42). 

"Impulsive decisions" also has a negative 

correlation with most of the other variables, 

but not as strong as "Mind wandering". 

"Stay focused" has a weak positive 

correlation with most of the variables, 

except "Mind wandering" and "Comfort 
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with emotions", where it has a weak 

negative correlation. 

Overall, the table provides insight into the 

relationships between different mental 

states and practices, which could be useful 

for understanding how these variables may 

influence each other and potentially inform 

interventions or approaches to improve 

mental well-being. 

Table 4: Regression Analysis 

Variable Coefficient 

Standard 

Error 

t-

statistic 

p-

value 

Intercept 0.583 0.195 2.989 0.004 

X1 -0.145 0.064 -2.256 0.027 

X2 0.121 0.056 2.159 0.033 

X3 -0.082 0.059 -1.394 0.166 

X4 0.268 0.060 4.492 <0.001 

X5 -0.193 0.062 -3.102 0.002 

X6 0.282 0.058 4.880 <0.001 

X7 -0.109 0.065 -1.674 0.097 

X8 0.202 0.056 3.614 <0.001 

X9 0.141 0.063 2.239 0.028 

The coefficient column represents the 

estimated coefficient for each independent 

variable, while the standard error column 

represents the standard error of the 

estimate. The t-statistic column is 

calculated by dividing the estimated 

coefficient by its standard error, and the p-

value column represents the probability of 

observing a t-statistic as extreme or more 

extreme than the observed value, assuming 

that the null hypothesis (i.e., the coefficient 

is equal to zero) is true. 

From the table, we can see those four 

independent variables (X4, X6, X8, and 

X9) have a statistically significant 

relationship with the dependent variable (p-

values < 0.05), while X1, X2, X5, and X7 

have a marginally significant relationship 

(p-values < 0.1). X3 does not have a 

significant relationship with the dependent 

variable. 

The coefficients for X4, X6, and X8 are 

positive, indicating that higher scores on 

these questions are associated with higher 

scores on question 4 (i.e., mindfulness has 

helped manage emotions and stress in daily 

life). Conversely, the coefficients for X1, 

X2, X5, and X7 are negative, indicating that 

higher scores on these questions are 

associated with lower scores on question 4. 

Overall, this regression analysis suggests 

that engaging in mindfulness practices, 

taking breaks to focus on breath and the 

present moment, engaging in activities that 

promote relaxation and stress relief, and 

observing one's thoughts and emotions 

before making decisions are positively 

associated with better ability to manage 

emotions and stress in daily life. On the 

other hand, frequent mind wandering and 

impulsive reactions to financial decisions 

are negatively associated with mindfulness 

and its potential benefits for managing 

emotions and stress. 

Table 5: ANOVA Analysis 
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Source of 

Variation SS df MS F 

p-

value 

Between Groups 23.24 4 5.81 10.43 <0.001 

Within Groups 186.02 95 1.96 

Total 209.26 99 

In the above table, the "Source of 

Variation" column indicates the source of 

variability in the data. The "SS" column 

shows the sum of squares, which represents 

the amount of variation in the data that is 

explained by each source of variation. The 

"df" column shows the degrees of freedom, 

which is the number of independent 

observations that are available to estimate 

the population parameters. The "MS" 

column shows the mean square, which is 

the sum of squares divided by the degrees 

of freedom. The "F" column shows the F-

statistic, which is the ratio of the mean 

square for between groups to the mean 

square for within groups. The "p-value" 

column shows the probability value, which 

is the likelihood of obtaining an F-statistic 

as extreme or more extreme than the one 

observed if the null hypothesis is true. 

From the ANOVA table, we can see that the 

p-value is less than the significance level of

0.05, which indicates that there is a 

significant difference between the mean 

scores for each question among the 

different groups. Therefore, we can reject 

the null hypothesis and conclude that there 

is a significant difference in the scores 

based on the frequency of mindfulness 

practices. 

Table 6: Tukey's HSD test results 

Analysis 

Comparison 

Difference 

in means 

Standard 

error 

95% 

Confidence 

interval for 

difference 

p-value

(adjusted)

Group 1 -

Group 2 2.36 0.69 (0.71, 4.02) 0.005 

Group 1 -

Group 3 3.11 0.69 (1.45, 4.77) <0.001 

Group 1 -

Group 4 3.58 0.69 (1.92, 5.24) <0.001 

Group 1 -

Group 5 4.42 0.69 (3.76, 5.08) <0.001 

Group 2 -

Group 3 0.75 0.69 (-0.91, 2.41) 0.703 

Group 2 -

Group 4 1.22 0.69 (-0.44, 2.88) 0.368 

Group 2 -

Group 5 2.06 0.69 (0.40, 3.72) 0.020 

Group 3 -

Group 4 0.47 0.69 (-1.19, 2.13) 0.928 

Group 3 -

Group 5 1.31 0.69 (-0.35, 2.97) 0.245 

Group 4 -

Group 5 0.84 0.69 (-0.82, 2.50) 0.630 

In the above table, the "Comparison" 

column shows the comparison between 

each pair of groups. The "Difference in 

means" column shows the difference 

between the mean scores for each question 

among the two groups being compared. The 

"Standard error" column shows the 

standard error of the mean difference. The 

"95% Confidence interval for difference" 

column shows the range of values that the 

true difference in means is likely to fall 

within with 95% confidence. The "p-value 
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(adjusted)" column shows the adjusted p-

value, which considers the multiple 

comparisons being made. 

From the results of the Tukey's HSD test, 

we can see that Group 1, which corresponds 

to respondents who reported "never" 

engaging in mindfulness practices, has 

significantly lower mean scores than all 

other groups for questions 1, 2, 4, 6, 7, 8, 9, 

and 10. This indicates that respondents who 

reported never engaging in mindfulness 

practices have lower levels of mindfulness, 

more mind-wandering, greater difficulty 

managing emotions and stress, less ability 

to focus and pay attention, and less 

engagement in relaxation and stress relief 

activities. 

In addition, Group 5, which corresponds to 

respondents who reported engaging in 

mindfulness practices almost every day, has 

significantly higher mean scores than all 

other groups for questions 1, 2, 4, 6, 7, 8, 9, 

and 10. 

Based on the results of the Tukey's HSD 

test, there are significant differences 

between at least two of the groups in terms 

of their mean scores on the mindfulness-

related variables. The mean score for group 

3 is significantly higher than group 1 and 

group 2 (p < 0.05). However, there is no 

significant difference in mean scores 

between group 1 and group 2. These 

findings suggest that participants in group 3 

may have engaged in more mindfulness 

practices and experienced greater benefits 

in terms of stress management, emotional 

regulation, and attentional focus compared 

to participants in group 1 and group 2. 

Conclusion of the study 

Based on the analysis of reliability, 

correlation, regression, ANOVA, and 

Tukey's HSD test, it can be concluded that 

mindfulness interventions have a 

significant effect on reducing behavioral 

biases in financial decision making. The 

reliability analysis showed that the 

questionnaire used to measure mindfulness 

interventions had good internal 

consistency. The correlation analysis 

showed that there were significant positive 

correlations between mindfulness 

interventions and staying focused, 

managing emotions, breaks for breath, 

relaxation activities, observing thoughts, 

and focus and attention. There were also 

significant negative correlations between 

mindfulness interventions and mind 

wandering and impulsive decisions. The 

regression analysis showed that 

mindfulness interventions significantly 

predicted financial decision making. The 

ANOVA results indicated that the effect of 

mindfulness interventions on financial 

decision making was significant. The 

Tukey's HSD test further revealed that there 

were significant differences in financial 

decision making between the control group 
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and the group that received mindfulness 

interventions. 

Overall, the findings suggest that 

mindfulness interventions can be an 

effective tool for reducing behavioral biases 

in financial decision making. The 

implications of this study are important for 

individuals, financial institutions, and 

policymakers. Individuals can benefit from 

mindfulness interventions to make better 

financial decisions and avoid costly 

mistakes. Financial institutions can use 

mindfulness interventions as part of their 

employee training programs to improve 

decision making and reduce financial risks. 

Policymakers can encourage the use of 

mindfulness interventions in financial 

education programs to promote financial 

literacy and improve the financial well-

being of the population. 

Future research could explore the long-term 

effects of mindfulness interventions on 

financial decision making and whether they 

can be generalized to other domains beyond 

finance. Additionally, more studies could 

investigate the mechanisms through which 

mindfulness interventions improve 

decision making and whether they can be 

used in combination with other 

interventions to enhance their effectiveness. 
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Abstract: Effective supplier communication capabilities are 

crucial for the success of Industry 4.0. This paper aims to 

evaluate the theoretical importance of supplier communication 

capabilities required for Industry 4.0 by using transaction cost 

economics, resource-based view, knowledge-based view, 

relational exchange theory, agency theory, and resource 

dependence theory. A literature review research methodology is 

used to conduct this study.  

The research framework consists of four main sections: (1) 

Introduction, (2) Literature Review, (3) Theoretical Evaluation, 

and (4) Conclusion. The literature review section includes a 

detailed overview of Industry 4.0, supplier communication 

capabilities, and the six theoretical perspectives. The theoretical 

evaluation section analyzes each theoretical perspective's main 

arguments and how it contributes to the importance of supplier 

communication capabilities for Industry 4.0. The conclusion 

summarizes the findings and implications of the study. 

Keywords: Industry 4.0, Supplier Communication 

Capabilities, Transaction Cost Economics, Resource-Based View, 

Knowledge-Based View, Relational Exchange Theory, Agency 

Theory, Resource Dependence Theory, Literature Review, 

Theoretical Evaluation. 

I. INTRODUCTION

Industry 4.0 represents a new era of manufacturing that is 

characterized by the integration of advanced technologies, 
such as artificial intelligence, the Internet of Things (IoT), and 

big data, into the manufacturing process. These technologies 

have the potential to transform the manufacturing industry by 

enabling greater automation, flexibility, and customization, 

among other benefits (Spath et al., 2013). However, the 

successful implementation of Industry 4.0 requires effective 

communication and collaboration among stakeholders in the 

manufacturing and supply chain processes. 

Effective communication is crucial for organizations to 

achieve their strategic objectives, such as improving 
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operational efficiency, reducing costs, and enhancing 

customer satisfaction (Lee et al., 2015). In the context of 

Industry 4.0, effective communication becomes even more 

critical due to the increased complexity and interdependence 

of the manufacturing and supply chain processes. This 

requires organizations to develop communication capabilities 

that can enable them to collaborate and communicate 

effectively with stakeholders, including suppliers, customers, 

and employees (Liao et al., 2018). 

This paper aims to provide a theoretical evaluation of the 
importance of supplier communication capabilities required 

for Industry 4.0. The paper will draw on several theoretical 

frameworks, including transaction cost economics 

(Williamson, 1985), resource-based view (Barney, 1991), 

knowledge-based view (Grant, 1996), relational exchange 

theory (Dyer and Singh, 1998), agency theory (Jensen and 

Meckling, 1976), and resource dependence theory (Pfeffer and 

Salancik, 1978), to evaluate the role of communication 

capabilities in managing resource dependencies among 

different stakeholders involved in the manufacturing and 

supply chain processes. 
The paper will also review the literature on the topic, 

including empirical studies and case studies, to highlight the 

key findings related to the importance of supplier 

communication capabilities for Industry 4.0. For instance, a 

study by Albers et al. (2019) found that effective 

communication and collaboration among suppliers can 

improve the efficiency and quality of the manufacturing 

process. Another study by Pan et al. (2018) found that 

communication capabilities play a crucial role in facilitating 

knowledge sharing and innovation in the context of Industry 

4.0. 
The paper will then provide a model for enhancing 

communication capabilities in the context of Industry 4.0, 

which can help organizations to identify, evaluate, and 

develop appropriate communication capabilities. The model 

will integrate the theoretical frameworks and empirical 

findings to provide a practical approach for enhancing 

communication capabilities in the context of Industry 4.0. 

Overall, this paper contributes to the understanding of the 

importance of communication capabilities for Industry 4.0 and 

provides a framework for organizations to enhance their 

communication capabilities to achieve their strategic 

objectives. The paper also has implications for theory and 
practice, including the need for organizations to develop 

effective communication strategies and invest in 

communication technologies to improve collaboration and 

innovation in the context of Industry 4.0. 

Need for research 

While there have been some studies on the importance of 

communication capabilities in the context of Industry 4.0, 

there is still a research gap regarding the theoretical evaluation 

of the importance of supplier communication capabilities 
required for Industry 4.0. 

The current literature tends to focus on the practical 

aspects of communication capabilities, such as the use of 

digital technologies and tools to facilitate communication and 

collaboration among supply chain partners. However, there is 

a lack of research that explores the theoretical foundations of 

supplier communication capabilities in the context of Industry 

4.0. 

Furthermore, while some studies have applied one or two 

theoretical perspectives to understand the importance of 

supplier communication capabilities in Industry 4.0, there is a 
need for a comprehensive theoretical evaluation that 

encompasses multiple theoretical perspectives, such as 

transaction cost economics, resource-based view, knowledge-

based view, relational exchange theory, agency theory, and 

resource dependence theory. 

Therefore, the research gap is the lack of a comprehensive 

theoretical evaluation of the importance of supplier 

communication capabilities required for Industry 4.0, which 

integrates multiple theoretical perspectives to provide a deeper 

understanding of the factors that influence the success of 

Industry 4.0 implementation. 

II. LITERATURE REVIEW

Industry 4.0 refers to the fourth industrial revolution that is 

characterized by the integration of advanced digital 

technologies and the Internet of Things (IOT) into the 

manufacturing and supply chain processes. Communication 

capabilities play a critical role in facilitating the flow of 

information and knowledge among the different stakeholders 

involved in Industry 4.0. In this section, we will conduct a 

comprehensive review of the literature on the role of 
communication capabilities in the context of Industry 4.0. 

Communication Capabilities in Industry 4.0: According 

to Reichwald and Piller (2014), Industry 4.0 requires a high 

degree of connectivity and communication among machines, 

products, and people. Communication capabilities are 

essential for achieving seamless integration and collaboration 

among different stakeholders involved in the manufacturing 

and supply chain processes. Digital technologies such as the 

Internet of Things, cloud computing, and Big Data Analytics 

provide the necessary infrastructure to support communication 

and collaboration in Industry 4.0. 

Theoretical Perspectives on Communication 

Capabilities in Industry 4.0: Transaction Cost Economics: 

Transaction cost economics (TCE) is a theoretical perspective 

that focuses on the transaction costs associated with different 

modes of economic exchange. In the context of Industry 4.0, 

TCE can be used to understand the role of communication 

capabilities in reducing transaction costs associated with 

supply chain coordination and collaboration. According to 

Gómez-Pérez et al. (2018), communication capabilities such 

as real-time monitoring and control of production processes, 
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inventory management, and logistics can help reduce 

transaction costs associated with supply chain coordination. 

Resource-Based View: Resource-based view (RBV) is a 

theoretical perspective that emphasizes the role of firm-

specific resources and capabilities in achieving competitive 

advantage. In the context of Industry 4.0, RBV can be used to 

understand the role of communication capabilities in 

developing firm-specific resources that enable firms to 

achieve competitive advantage. According to Li et al. (2018), 
communication capabilities such as real-time data analytics 

and supply chain visibility can help firms develop firm-

specific resources that enable them to achieve competitive 

advantage in Industry 4.0. 

Knowledge-Based View: Knowledge-based view (KBV) 

is a theoretical perspective that emphasizes the role of 

knowledge and learning in achieving competitive advantage. 

In the context of Industry 4.0, KBV can be used to understand 

the role of communication capabilities in facilitating 

knowledge sharing and learning among different stakeholders 
involved in the manufacturing and supply chain processes. 

According to Lasi et al. (2014), communication capabilities 

such as collaborative platforms and real-time data analytics 

can help facilitate knowledge sharing and learning among 

different stakeholders in Industry 4.0. 

Relational Exchange Theory: Relational exchange theory 

(RET) is a theoretical perspective that emphasizes the role of 

relational norms and trust in achieving cooperative outcomes. 

In the context of Industry 4.0, RET can be used to understand 

the role of communication capabilities in facilitating trust and 
cooperation among different stakeholders involved in the 

manufacturing and supply chain processes. According to 

Schlauderer et al. (2018), communication capabilities such as 

collaborative platforms and real-time data analytics can help 

facilitate trust and cooperation among different stakeholders in 

Industry 4.0. 

Agency Theory: Agency theory is a theoretical 

perspective that focuses on the relationship between principal 

and agent. In the context of Industry 4.0, agency theory can be 

used to understand the role of communication capabilities in 

mitigating agency costs associated with supply chain 
coordination and collaboration. According to Schilpzand et al. 

(2018), communication capabilities such as real-time 

monitoring and control of production processes and logistics 

can help mitigate agency costs associated with supply chain 

coordination. 

Resource Dependence Theory: Resource dependence 

theory (RDT) is a theoretical perspective that emphasizes the 

role of resource dependencies in shaping organizational 

behavior. In the context of Industry 4.0, RDT can be used to 

understand the role of communication capabilities in 
managing resource dependencies among different stakeholders 

involved in the manufacturing and supply chain processes. 

According to Breunig et al. (2017), communication 

capabilities such as collaborative platforms and real-time data 

analytics can help manage resource dependencies by enabling 

stakeholders to share information and collaborate effectively. 

Several case studies have also highlighted the importance 

of supplier communication capabilities for Industry 4.0. For 

example, a case study by Hohenthal et al. (2019) found that 

effective communication capabilities, such as real-time 

monitoring and data sharing, enabled a manufacturing 

company to improve its supply chain performance by reducing 
lead times and improving delivery reliability. Another case 

study by Sillanpää et al. (2018) found that effective 

communication capabilities, such as collaborative planning 

and forecasting, enabled a Finnish manufacturing company to 

enhance its supply chain flexibility and responsiveness. 

III. DATA ANALYSIS

Transaction cost economics (TCE) is a theoretical 

framework that provides insights into how firms can minimize 

transaction costs associated with coordinating and 

collaborating with other firms in the supply chain. In the 
context of Industry 4.0, communication capabilities play a 

crucial role in reducing transaction costs by facilitating 

coordination and collaboration among different stakeholders 

in the supply chain (Choi et al., 2020). 

TCE suggests that transaction costs arise due to the 

uncertainty and complexity of the market environment 

(Williamson, 1985). These transaction costs can be minimized 

by reducing information asymmetry, reducing opportunistic 

behavior, and aligning incentives among different 

stakeholders involved in the supply chain (Barney & Hansen, 

1994). Communication capabilities such as real-time data 

analytics (Fan et al., 2019), collaborative platforms (Zeng et 
al., 2021), and information sharing systems (Sarpong et al., 

2020) can help reduce information asymmetry and align 

incentives among different stakeholders. By reducing 

information asymmetry, firms can make better-informed 

decisions, which can reduce transaction costs associated with 

supply chain coordination and collaboration. 

Furthermore, communication capabilities can help reduce 

opportunistic behavior among different stakeholders by 

increasing transparency and building trust (Xie et al., 2019). 

For example, by providing real-time updates on the status of 

the manufacturing process, firms can build trust among 
different stakeholders, which can reduce the likelihood of 

opportunistic behavior. This can ultimately reduce transaction 

costs associated with supply chain coordination and 

collaboration. 

Empirical studies have provided evidence of the 

importance of communication capabilities for Industry 4.0. 

For instance, Kim and Kim (2019) found that communication 

capabilities such as real- time data sharing and collaborative 

platforms significantly improve supply chain performance. 

Similarly, Tseng et al. (2020) found that communication 
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capabilities such as knowledge sharing and information 

transparency significantly improve supplier performance. 

Case studies also provide evidence of the importance of 

communication capabilities in the context of Industry 4.0. For 

example, Bosch Rexroth, a leading manufacturer of drive and 

control technologies, implemented a digital communication 

platform to improve collaboration with suppliers and reduce 

transaction costs associated with supply chain coordination 

(Nagy et al., 2021). The platform enabled real-time 

communication and information sharing among different 
stakeholders, which improved supplier performance and 

reduced lead times. 

In summary, the literature suggests that communication 

capabilities are crucial for reducing transaction costs 

associated with coordinating and collaborating with other 

firms in the supply chain. Real-time data analytics, 

collaborative platforms, and information sharing systems can 

help reduce information asymmetry and align incentives 

among different stakeholders. Furthermore, communication 

capabilities can help reduce opportunistic behavior among 

different stakeholders by increasing transparency and building 
trust. Empirical studies and case studies provide evidence of 

the importance of communication capabilities for improving 

supply chain performance and reducing transaction costs. 

The Resource-Based View (RBV) is a theoretical 

framework that emphasizes the importance of firm-specific 

resources and capabilities in achieving sustainable competitive 

advantage (Barney, 1991). According to the RBV, resources 

are valuable, rare, inimitable, and non-substitutable (VRIN), 

and firms can achieve competitive advantage by developing 

and deploying such resources effectively (Barney, 1991; 

Wernerfelt, 1984). In the context of Industry 4.0, 
communication capabilities can be viewed as a firm-specific 

resource that enables firms to achieve competitive advantage. 

Communication capabilities can be viewed as a firm-

specific resource because they are unique to each firm and 

difficult for competitors to replicate (Gebauer, Paiola, & 

Edvardsson, 2018). For instance, a firm that has developed a 

collaborative platform that enables real-time communication 

and data sharing among different stakeholders can use this 

resource to achieve competitive advantage (Paiola, Gebauer, 

& Edvardsson, 2020). The firm can collaborate with its 

suppliers, customers, and other stakeholders more effectively, 

leading to better coordination and efficiency in the 
manufacturing and supply chain processes (Gebauer et al., 

2018). 

Furthermore, communication capabilities can help firms 

develop other firm-specific resources that enable them to 

achieve competitive advantage. For instance, communication 

capabilities can help firms develop a knowledge base that is 

unique to them, enabling them to innovate and develop new 

products and services (Mangiaracina, Perego, & Sianesi, 

2016). A firm that has developed effective communication 

capabilities can leverage this resource to develop a deep 

understanding of its customers' needs and preferences, leading 
to the development of products and services that better meet 

those needs (Gebauer et al., 2018). 

Empirical studies have provided evidence for the 

importance of communication capabilities in achieving 

competitive advantage in Industry 4.0. For instance, a study by 

Wu, Wu, and Chen (2019) found that effective communication 

between suppliers and manufacturers is critical to achieving 

supply chain agility in Industry 4.0. Another study by Chen 

and Wang (2020) found that communication and collaboration 

among stakeholders are important for achieving product 

innovation in Industry 4.0. 

Case studies have also highlighted the importance of 
communication capabilities in the context of Industry 4.0. For 

instance, a case study by Gebauer et al. (2018) examined the 

implementation of Industry 4.0 practices in a German 

manufacturing company and found that effective 

communication with suppliers and customers was critical for 

achieving the benefits of Industry 4.0. Another case study by 

Mangiaracina et al. (2016) examined the implementation of 

Industry 4.0 practices in an Italian manufacturing company 

and found that communication capabilities were important for 

developing a knowledge base that enabled the company to 

innovate and develop new products. 
In conclusion, RBV provides a useful lens for 

understanding the role of communication capabilities in 

developing firm-specific resources that enable firms to 

achieve sustainable competitive advantage. Firms that have 

developed effective communication capabilities can use this 

resource to collaborate effectively with their stakeholders, 

develop a unique knowledge base, and innovate and develop 

new products and services that better meet their customers' 

needs. By leveraging communication capabilities as a firm-

specific resource, firms can achieve sustainable competitive 

advantage in the context of Industry 4.0. 
The Knowledge-Based View (KBV) is a theoretical 

framework that emphasizes the role of knowledge and 

information as a key resource for firms (Grant, 1996). 

According to KBV, firms with superior knowledge and 

information capabilities are better equipped to create and 

sustain competitive advantage. In the context of Industry 4.0, 

the role of communication capabilities in facilitating 

knowledge sharing and learning among different stakeholders 

involved in the manufacturing and supply chain processes can 

be understood through the lens of KBV. 

KBV suggests that knowledge is a valuable and inimitable 

resource that can be used by firms to create and sustain 
competitive advantage (Barney, 1991). In the context of 

Industry 4.0, communication capabilities such as collaborative 

platforms, real-time data analytics, and virtual reality 

technologies can facilitate knowledge sharing and learning 

among different stakeholders involved in the manufacturing 

and supply chain processes (Hevner et al., 2004; Wang and 

Hajli, 2019). By using these communication capabilities, 

stakeholders can share knowledge and information more 

effectively, leading to faster decision-making, more efficient 

processes, and better outcomes. 

Furthermore, KBV suggests that knowledge-based 
resources are heterogeneous and context-specific, which 

means that firms can develop unique knowledge and 
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information capabilities that are difficult to replicate by 

competitors (Zahra and George, 2002). In the context of 

Industry 4.0, firms that invest in communication capabilities 

that facilitate knowledge sharing and learning among different 

stakeholders can develop unique knowledge-based resources 

that provide a competitive advantage in the marketplace 

(Porter, 1985). 

Several studies have explored the relationship between 

Industry 4.0 and supply chains, highlighting the challenges 

and opportunities of this new paradigm (Gao et al., 2017; 
Hofmann et al., 2017; Pfohl et al., 2017). Communication and 

knowledge management have been identified as critical 

factors for achieving innovation and competitiveness in 

logistics (Wang et al., 2016). Additionally, the quality of 

partnerships and collaboration among stakeholders can 

significantly impact the success of outsourcing and IS projects 

(Lee and Kim, 1999). 

To summarize, KBV provides a useful framework for 

understanding the role of knowledge and information in 

creating and sustaining competitive advantage in the context 

of Industry 4.0. Communication capabilities, such as 
collaborative platforms and real-time data analytics, can 

facilitate knowledge sharing and learning among stakeholders, 

enabling firms to develop unique and context-specific 

knowledge-based resources that provide a competitive edge in 

the marketplace. 

The Relational Exchange Theory (RET) offers a valuable 

framework for comprehending the crucial role of 

communication capabilities in fostering trust and cooperation 

among various stakeholders in the supply chain and 

manufacturing processes (Dyer & Singh, 1998; Lusch & 

Brown, 1996). Based on RET, social exchanges, including the 
sharing of resources, information, and support, are the 

foundation of the relationships between stakeholders (Morgan 

& Hunt, 1994). Communication and collaboration among 

stakeholders are vital in building trust, which is the 

cornerstone of these social exchanges (Ganesan, 1994). 

In the Industry 4.0 context, communication capabilities 

like real-time data analytics and collaborative platforms are 

facilitating effective collaboration and information sharing 

among stakeholders, leading to social exchanges and building 

trust and cooperation (Wamba et al., 2017). Cloud-based 

collaborative platforms are a prime example, as they allow 

stakeholders to share information and collaborate in real-time, 
hence fostering trust and social exchanges (Chen & Li, 2018). 

Additionally, real-time data analytics allows stakeholders to 

track and monitor the performance of various actors in the 

supply chain, facilitating social exchanges and building trust 

and cooperation among stakeholders (Lee & Kwon, 2018). 

This helps identify potential problems in the supply chain, 

such as delays in delivery or quality issues, and solve them in 

real-time, leading to enhanced trust and cooperation among 

stakeholders. 

RET suggests that communication capabilities play a 

significant role in building long-term relationships among 
stakeholders (Dyer & Singh, 1998). Long-term relationships 

foster a shared understanding of each other's needs and 

expectations, leading to social exchanges and building trust 

and cooperation among stakeholders (Morgan & Hunt, 1994). 

Collaborative platforms facilitate ongoing communication and 

collaboration among stakeholders, promoting long-term 

relationships (Chen & Li, 2018). 

In conclusion, the use of communication capabilities, such 

as collaborative platforms and real-time data analytics, plays a 

critical role in building trust and cooperation among 

stakeholders, thereby fostering social exchanges and long-

term relationships. This ultimately enhances the effectiveness 
and efficiency of the manufacturing and supply chain 

processes, leading to improved performance and 

competitiveness (Ross, Beath & Goodhue, 1996; Tan, Kannan 

& Handfield, 1998). 

Agency theory is a useful lens for understanding the role 

of communication capabilities in mitigating agency costs 

associated with supply chain coordination and collaboration. 

Agency costs arise from the principal-agent relationship, 

where the principal (the firm) delegates tasks to the agent (the 

supplier) to achieve a common goal but cannot fully control 

the agent's actions (Jensen and Meckling, 1976). 
Communication capabilities, such as collaborative platforms 

and real-time data analytics, can help mitigate agency costs by 

providing a transparent and timely flow of information 

between the principal and the agent (Bian et al., 2020). This 

allows the principal to monitor and control the agent's actions, 

reducing the risk of opportunistic behavior by the agent. 

In addition, communication capabilities can also enhance 

the trust and commitment between the principal and the agent, 

which is essential for effective supply chain coordination and 

collaboration (Chen et al., 2019; Xie et al., 2020). This can 

further reduce agency costs by promoting long-term 
relationships and reducing the need for costly monitoring and 

enforcement mechanisms. Effective communication also plays 

a crucial role in facilitating knowledge sharing and innovation 

across the supply chain (Hervas-Oliver et al., 2018). 

However, agency theory also highlights the potential for 

opportunistic behavior by the principal, such as holding back 

critical information or changing the terms of the contract (Yin 

et al., 2019). In such cases, communication capabilities can 

empower the agent to negotiate better terms and protect their 

interests (Tian et al., 2020). Thus, communication capabilities 

can promote a more balanced power dynamic between the 

principal and the agent, leading to more equitable outcomes 
for both parties. 

Overall, agency theory provides a valuable framework for 

understanding the role of communication capabilities in 

mitigating agency costs associated with supply chain 

coordination and collaboration. By promoting transparency, 

trust, and commitment, communication capabilities can help 

reduce the risk of opportunistic behavior by both the principal 

and the agent, leading to improved supply chain performance 

and outcomes. However, it is essential to acknowledge that 

effective communication requires not only the right 

technological infrastructure but also a culture of openness and 
collaboration (Rizwan et al., 2020). 
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Resource dependence theory (RDT) is a useful framework 

to understand the role of communication capabilities in 

managing resource dependencies among different stakeholders 

involved in the manufacturing and supply chain processes in 

Industry 4.0 (Choi et al., 2021). According to RDT, 

organizations are dependent on external resources such as 

information, technology, and raw materials to operate and 

achieve their objectives (Pfeffer & Salancik, 2003). The 

degree of dependence on external resources varies among 

organizations and is influenced by environmental factors such 
as regulatory environments, technological change, and market 

dynamics (Kraatz & Block, 2008). 

In the context of Industry 4.0, communication capabilities 

play a crucial role in managing resource dependencies by 

enabling stakeholders to share information and collaborate 

effectively (Tiwari et al., 2018). For example, the use of 

collaborative platforms and real-time data analytics can help 

manage resource dependencies by enabling stakeholders to 

access timely and accurate information about the availability 

of resources, production processes, and customer demand (Li 

et al., 2020). 
RDT also emphasizes the importance of power and 

dependence relationships among different stakeholders in 

managing resource dependencies. In the context of Industry 

4.0, firms may have varying degrees of power and dependence 

relationships with their suppliers, customers, and other 

stakeholders (Zhu et al., 2020). Communication capabilities 

can help firms manage these relationships by enabling them to 

negotiate and coordinate with their stakeholders effectively 

(Biemans et al., 2019). 

Moreover, RDT also highlights the importance of 

institutional norms and rules in managing resource 
dependencies. In the context of Industry 4.0, regulatory 

environments and industry standards play a crucial role in 

shaping the communication capabilities required to manage 

resource dependencies (Shi et al., 2018). For example, firms 

may need to comply with data privacy regulations or adopt 

industry standards such as ISO 9001 to ensure effective 

communication and collaboration with their stakeholders 

(Sanchis et al., 2019). 

Several empirical studies have highlighted the importance 

of communication capabilities in managing resource 

dependencies in Industry 4.0. For instance, a study by Liu et al. 

(2019) found that effective communication and collaboration 
between firms and their suppliers can help reduce transaction 

costs and improve supply chain performance. Similarly, a 

study by Kussin et al. (2019) found that the use of real-time 

data analytics can help firms manage resource dependencies 

and improve production efficiency. 

Case studies have also provided insights into the 

importance of communication capabilities in managing 

resource dependencies in Industry 4.0. For example, a case 

study by Schumacher et al. (2019) found that the use of 

collaborative platforms can help firms manage resource 

dependencies and improve collaboration with their suppliers. 
Similarly, a case study by Laanti et al. (2019) found that 

effective communication and collaboration can help firms 

manage resource dependencies and improve customer 

satisfaction. 

In conclusion, RDT provides a useful lens to understand 

the role of communication capabilities in managing resource 

dependencies among different stakeholders involved in the 

manufacturing and supply chain processes in Industry 4.0. The 

framework highlights the importance of power and 

dependence relationships, institutional norms and rules, and 

environmental factors in shaping communication capabilities 

and their role in managing resource dependencies. Empirical 
studies and case studies have further demonstrated the 

practical importance of communication capabilities in 

managing resource dependencies in Industry 4.0. 

IV. KEY FINDINGS

The literature review highlights the following key findings 

related to the importance of supplier communication 

capabilities for Industry 4.0 and their evaluation with 

transaction cost economics (TCE), resource-based view 

(RBV), knowledge-based view (KBV), relational exchange 
theory (RET), agency theory, and resource dependence theory 

(RDT): 

1. TCE emphasizes the role of communication

capabilities in reducing transaction costs and

improving coordination between different

stakeholders involved in the manufacturing and

supply chain processes in Industry 4.0. Effective

communication capabilities such as real-time data

analytics and collaborative platforms can reduce

uncertainty and information asymmetry, leading to

improved coordination and reduced transaction costs
(Cao et al., 2020; Song et al., 2020).

2. RBV emphasizes the role of communication

capabilities in developing and leveraging firm-

specific resources such as knowledge, capabilities,

and relationships with suppliers and customers.

Effective communication capabilities can help firms

develop and leverage these resources, leading to a

competitive advantage in Industry 4.0 (Li et al., 2018;

Wu et al., 2019).

3. KBV emphasizes the role of communication

capabilities in facilitating knowledge sharing and

learning among different stakeholders involved in the
manufacturing and supply chain processes in Industry

4.0. Effective communication capabilities such as

online forums, wikis, and social media platforms can

facilitate knowledge sharing and learning, leading to

innovation and improved performance (Liao et al.,

2020; Wang et al., 2019).

4. RET emphasizes the role of communication

capabilities in developing and maintaining long-term

relationships with suppliers and customers in

Industry 4.0. Effective communication capabilities

such as trust-building mechanisms and mutual
obligations can lead to relational contracting and
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improved performance (Deng et al., 2019; Wu et al., 

2020). 

5. Agency theory emphasizes the role of

communication capabilities in mitigating agency

problems between different stakeholders involved in

the manufacturing and supply chain processes in

Industry 4.0. Effective communication capabilities

such as performance monitoring and incentive

alignment can reduce agency costs and improve

performance (Li et al., 2019; Song et al., 2021).
6. RDT emphasizes the role of communication

capabilities in managing resource dependencies

among different stakeholders involved in the

manufacturing and supply chain processes in Industry

4.0. Effective communication capabilities such as

collaborative platforms and real-time data analytics

can help manage resource dependencies by enabling

stakeholders to share information and collaborate

effectively (Chen et al., 2020; Liu et al., 2021).

Overall, the literature review highlights the importance of 
effective communication capabilities for firms to succeed in 

Industry 4.0. The evaluation of communication capabilities 

using theoretical frameworks such as TCE, RBV, KBV, RET, 

agency theory, and RDT provides a comprehensive 

understanding of the role of communication capabilities in 

managing transaction costs, developing firm-specific 

resources, facilitating knowledge sharing and learning, 

building long-term relationships, mitigating agency problems, 

and managing resource dependencies. These findings have 

important implications for the development of communication 

strategies and the selection of communication technologies for 
firms operating in the context of Industry 4.0. 

V. PROPOSED MODEL

The proposed model includes the following components: 

1. Identification of communication capabilities: Firms

should identify the communication capabilities

required for their specific needs and contexts. This

can be done by analyzing the different stakeholders

involved in the manufacturing and supply chain

processes and their communication requirements.

2. Evaluation of communication capabilities: Once the
communication capabilities are identified, firms can

evaluate them using different theoretical frameworks

such as transaction cost economics, resource-based

view, knowledge-based view, relational exchange

theory, agency theory, and resource dependence

theory. This evaluation can provide insights into the

strengths and weaknesses of different communication

capabilities and their implications for firms.

3. Development of communication capabilities: Based

on the evaluation, firms can develop and leverage the

most appropriate communication capabilities to meet
their specific needs and contexts. This can involve

investing in technology and infrastructure, training 

employees, and building relationships with suppliers 

and customers. 

4. Management of resource dependencies: Effective

communication capabilities can help firms to manage

resource dependencies among different stakeholders

involved in the manufacturing and supply chain

processes. This can involve building long-term

relationships with suppliers and customers, sharing

knowledge and information, and mitigating agency
problems.

5. Monitoring and continuous improvement: Firms

should monitor and continuously improve their

communication capabilities to stay competitive and

adapt to changing market conditions.

Overall, the proposed model provides a framework for 

firms to evaluate and develop effective communication 

capabilities in the context of Industry 4.0. By leveraging the 

different theoretical perspectives, firms can gain a holistic 

understanding of the role of communication capabilities and 
their implications for managing resource dependencies and 

achieving sustainable success in Industry 4.0. 

The proposed model provides several benefits for 

organizations that adopt it. 

Firstly, by identifying communication capabilities required 

for Industry 4.0 and evaluating them using theoretical 

frameworks such as transaction cost economics, resource-

based view, knowledge-based view, relational exchange 

theory, agency theory, and resource dependence theory, the 

organization can gain a better understanding of the strengths 

and weaknesses of its communication capabilities (Baines et 
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al., 2017; Zhang et al., 2020). This enables the organization to 

develop and leverage appropriate communication capabilities 

to enhance collaboration and communication among 

stakeholders in manufacturing and supply chain processes 

(Niazi et al., 2021; Shen et al., 2019). 

Secondly, by developing communication capabilities based 

on the evaluation, organizations can invest in technology and 

infrastructure, train employees, and build relationships with 

suppliers and customers (Liu et al., 2019; Sundarakani et al., 

2020). This can lead to improved performance, increased 
efficiency, and reduced costs (Seuring et al., 2018; Zhang et 

al., 2019). 

Thirdly, by managing resource dependencies through 

building long-term relationships with suppliers and customers, 

sharing knowledge and information, and mitigating agency 

problems, organizations can reduce risks and uncertainties in 

the supply chain (Chen et al., 2021; Wu et al., 2018). This can 

also lead to improved supply chain resilience and 

sustainability (Jia et al., 2019; Kannegiesser et al., 2018). 

Finally, by monitoring and continuously improving 

communication capabilities, organizations can adapt to 
changing market conditions, enhance their competitiveness, 

and achieve long-term sustainability (Kannegiesser et al., 

2018; Shi et al., 2018). This requires a culture of continuous 

improvement and innovation (Chen et al., 2020; Srivastava et 

al., 2021). 

Overall, the proposed model offers a structured and 

comprehensive approach to enhancing communication 

capabilities in the context of Industry 4.0, leading to numerous 

benefits for the organization. Theoretical and empirical studies 

have shown that effective communication capabilities are 

essential for successful implementation of Industry 4.0 
technologies and achieving the benefits associated with them 

(Ghobakhloo et al., 2018; Kagermann et al., 2013; Zhu et al., 

2018). Therefore, organizations that invest in developing and 

improving their communication capabilities are likely to gain 

a competitive advantage in the marketplace. 

Theoretical and practical implications 

The proposed model has several theoretical and practical 

implications. 

Theoretical implications: 

1. Integration of theoretical frameworks: The model

integrates several theoretical frameworks, including

transaction cost economics, resource-based view,

knowledge-based view, relational exchange theory,

agency theory, and resource dependence theory, to

evaluate the importance of communication

capabilities for Industry 4.0. This integration offers a

comprehensive and multi-dimensional perspective on

the topic.

2. Application of resource dependence theory: The
model applies resource dependence theory to

understand the role of communication capabilities in

managing resource dependencies among stakeholders. 

This application highlights the importance of 

building long-term relationships with suppliers and 

customers, sharing knowledge and information, and 

mitigating agency problems to reduce risks and 

uncertainties in the supply chain. 

Practical implications: 

1. Identification of communication capabilities: The
model provides a structured approach to identifying

communication capabilities required for Industry 4.0.

This can help organizations to focus on developing

appropriate communication capabilities to enhance

collaboration and communication among

stakeholders in manufacturing and supply chain

processes.

2. Evaluation of communication capabilities: The model

offers a method for evaluating communication

capabilities using theoretical frameworks. This

evaluation can help organizations to identify the
strengths and weaknesses of their communication

capabilities and develop them based on the specific

needs and contexts of the firm.

3. Development of communication capabilities: The

model emphasizes the need for organizations to

invest in technology and infrastructure, train

employees, and build relationships with suppliers and

customers to develop communication capabilities.

This can lead to improved performance, increased

efficiency, and reduced costs.

4. Management of resource dependencies: The model
highlights the importance of managing resource

dependencies through building long-term

relationships with suppliers and customers, sharing

knowledge and information, and mitigating agency

problems. This can help organizations to reduce risks

and uncertainties in the supply chain.

5. Monitoring and continuous improvement: The model

emphasizes the need for organizations to monitor and

continuously improve their communication

capabilities to adapt to changing market conditions,

enhance their competitiveness, and achieve long-term

sustainability.

Overall, the proposed model has several theoretical and 

practical implications that can help organizations to enhance 

their communication capabilities in the context of Industry 4.0. 

VI. CONCLUSION

The developed model for understanding the role of 

supplier communication capabilities in Industry 4.0 provides a 

comprehensive framework that incorporates various 
theoretical perspectives, including transaction cost economics, 
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resource-based view, knowledge-based view, relational 

exchange theory, agency theory, and resource dependence 

theory. This model highlights the importance of supplier 

communication capabilities in managing resource 

dependencies among different stakeholders in the 

manufacturing and supply chain processes of Industry 4.0. It 

also emphasizes the need for effective communication and 

collaboration to manage power and dependence relationships, 

comply with institutional norms and rules, and leverage 

environmental factors to achieve operational objectives. 
Overall, the model provides practical insights for firms to 

develop communication capabilities and manage resource 

dependencies in the context of Industry 4.0. 
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Abstract 

Introduction : Quality assurance program is fundamental to captivate the clients to comply to 

treament. Assurance (person-centered care approach) will have an effective and respectful 

relationship between clients and Health Care Providers (HCPs). 

Method:  A cross-sectional, descriptive study was conducted (May 2016 to December 2018). 

Primary data was collected from 195 clients of Goa using a five-point Likert scale. This paper 

used logit model to establish the relationship between socio-demographic variables and the 

perception of clients on the six selected parameters: namely doctors’ grooming/neatness, 

nurses’ grooming/neatness, doctors’ expertness in service provision, ordering unnecessary 

investigations by doctor/s, allowing clients to take another doctor’s opinion , and  explanation 

of laboratory report 

Results: Government employed clients revealed significant positive association with 

satisfaction related to  permitting clients to take another doctor’s opinion (22.9%) if he/she 

wished to do so by HCPs. Sub-District Hospital (SDH) clients have revealed  equal significant 

positive association (18.8% & 18.8%) with satisfaction on doctors’ & nurses’ 

grooming/neatness, while Community Health Centres (CHCs) clients have exhibited  equal 

significant negative association (39.9% & 39.9% ) on doctors & nurses’ grooming/neatness 

component.  

Conclusion: Although private owned hospitals have better performance than the public run 

hospitals in Goa, yet it is observed that government employed clients in public hospitals 

revealed significant positive association with satisfaction related to  permitting clients to take 

another doctor’s opinion in case its required  by the clients  for his disease condition and early 

recovery. Significant positive association  was observed with satisfaction on doctors’ & nurses’ 

grooming/neatness. 
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Age , education, religion insurance and language of clients did not have a significant role in 

explaining satisfaction level pertaining to HCPs assurance towards them. Clients who trust 

their HCPs will have improved clinical outcomes. Security related to care assurance will ensure 

respectful relationship between HCRs and HCPs. Clients opined that the level of trust and 

confidence for the HCPs (doctor/nurses) was of a similar magnitude.  

 Keywords: Assurance, laboratory reports, Perception, Healthcare receivers (HCRs), 

Confidentialty 

Paper type - Research paper 

Introduction 

To access and improve the quality of public health sector health facilities in India, United 

Nation Population Fund (UNFPA) in collaboration with the Government of India (GOI) has 

offered the introduction of quality assurance program to captivate the client belonging to low 

economic strata.This strategy will help the goal of National Rural Health Mission (NRHM) 

launched on 12th April 2005 NRHM (Dodwad, 2013). Healthcare institutions know the 

importance of safety and clinical practice so as to improve the quality of healthcare (Mort et 

al., 2016). Clients opined that the level of trust and confidence for the HCPs (doctor/nurses) 

was of a similar magnitude; revealing that out of four respondents, three had trust and 

developed confidence in the doctors treating them. However 60 percent of clients felt that 

enough nurses took care for them always. One in ten stated that there were never or rarely 

enough nursing staff  on duty (www.medicare.gov, n.d.com ). According to Centers for 

Medicare and Medicaid Services (CMS, 2017) Hospital Compare.; only 71% of clients 

reported receiving care at the “best possible hospital”. 

Prediction of client satisfaction is also linked with other factors essentially; Empathy, 

Reliability, Responsiveness and Caring also (Tucker and Adams, 2001). Physician interactions 

as seen by The Journal of the American Medical Association realized that nonverbal gesture 

led healthcare providers to hold for a second think for a moment and give some thought for a 

moment of heightened anxiety, thus helping clients to divulge information revealing that, had 

the HCPs delayed or waited for some more time, client would not have shared vulnerable 

information, despite them asking the clients appropriate questions (Suchman, 1997). Research 

has revealed that inclusion of psychosocial component by HCPs help them to communicate 

well with clients. Education should be imparted  to HCPs  to perceive psychosocial needs as 

important element for providing quality healthcare services (Levinson and Roter, 1995). Client 

trusting their HCPs have been associated with improved compliance to treatment ( Roter et al., 

1998). Components such as privacy, client interactive skills and information, confidentiality of 

clients, control of and interference in care and respect (Ebrahimi et al., 2012) lead to  assurance. 

Maintenance of Human dignity has been recognized as the basis for Human Rights (Chochinov 

et al., 2008). Security in terms of Care Assurance (person-centered care approach) will have an 

effective and respectful relationship between clients and nurse (Borhani, Abbaszadeh and 

Rabori, n.d.) such as explanation about the test/treatment and client  assessment. The study 

showed that minority of clients (7%) rated the doctor's explanation about the treatment to be 

good, while 1% said it was fair. 96% were satisfied with the doctor's explanation of the purpose 

and  the importance tests to be carried out (Ardey and Ardey, 2015). Results indicate the 

relevance of the "essential laboratory tests" not only for the divulging more accurate initial 
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diagnosis but also for the screening of the "hidden" diseases such as hyperlipidemia and liver 

dysfunction (Takemura et al., 1992). The study identified that more than 11% of ordered tests 

are repeated, over-utilized and simply unnecessary and could be eliminated (Khalifa, and 

Khalid, 2014). Assurance pertaining to healthcare receiver’s records, like the source of 

diagnosis and treatment cost, to be treated as confidential. The client has the right to complain 

agaist verbal abuse, neglect and exploitation (Dugdale, Epstein and Pantilat, 1999). As per law 

Confidentiality is recognized as  “privileged communication between two parties in a 

professional relationship, such as with a patient and a physician, a nurse or other clinical 

professional” (Kloss, Brodnik and Rinehart-Thompson, 2018). Employees’s image projects a 

competence and professionalism by their clients or the public in determining their dress and 

appearance ((StuWilli, 2015). It assists in communicating expertise and authority, increasing 

the possibility that clients will comply with HCPs’ instructions  in increased clinical outcomes 

and client satisfaction (The DO, 2012). Assurance and client satisfaction displayed significantly 

substantial effects between service  quality and clients’commitment explaining that  client 

satisfaction and assurance are parameters revealing the strength of the significant relationship 

between quality of service quality  provided by the HCPs and  client commitment who are the 

HCRs (Mahuro et al., 2015). While components such as Tangibility and Empathy divulged 

positive score for client satisfaction, the gap scores communicated adverse gaps on Reliability, 

Communication/interpersonal relationship, Assurance, and Responsiveness thus Health 

authorities are appealed to  take necessary action to improve quality services in health sectors 

(Peprah and Atarah, 2014) 

Objective: To  find the relationship between socio-demographic variables and the perception 

of clients on the six considered parameters on namely: doctors’ grooming, nurses’ grooming, 

expertness of doctors  in providing services, avoidance of unnecessary investigations, 

preference for  other doctor’s expert opinion, and explanation of laboratory reports . 

Methodology 

The study used  a cross-sectional descriptive design. Primary data was collected from May 

2016  to  December 2018 from HCRs selected of  North and South District of Goa to assess 

the HCRs’ perception towards the quality of health care services provided by the HCPs .  

Sample 

Only clients willing to participate in the study and who were available at the time of data 

collection with at least three day stay in the ward so that they could have adequate experience 

with all the nurses/doctors working in the wards were selected. Initially, a sampling frame of 

HCRs available in each ward was prepared. The first bed of the sampling was selected based 

on simple random sampling technique and then every fourth bed was selected. If a client who 

was included in the study was discharged/shifted or discharged against medical advice, then 

the next client was recruited until the calculated sample size was reached. A simple random 

technique was used to obtain a sample of 350 clients. However, a total of 195 clients 

participated in the study. 

Data collection procedure: Government hospitals were selected as they were looked upon as 

role models in providing low-cost health care along with selected private hospitals of Goa. 

Ethical clearance was obtained from Director, Directorate of Health Services, Goa  and Medical 

Superintendent of a private hospital. Further permission was obtained from respective Head of 
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Department of the hospitals under study. Initially, a sampling frame of HCRs available in each 

ward was prepared. Selected wards included Department of Obstetrics/ Gynecology, Medicine, 

Surgery, Orthopaedic and General ward. On an average 25-30 clients were admitted in the 

wards of the hospital. These clients interacted with 2-3 nurses and 1-2 doctors per day.  

Instrument 

 A five-point Likert scale included: Strongly Agree (1), Agree (2), Neutral (3), Disagree (4), 

and Strongly Disagree (5). A structured questionnaire was designed in English. The content of 

the questionnaire was divided into two sections. Section - I consisted of socio-demographic 

variables and Section - II consisted of questions on the perception of clients towards quality 

assurance of the HCPs pertaining to doctors’ grooming/neatness, nurses’ grooming/neatness, 

doctors’ expertness in service provision, ordering unnecessary investigations by doctor/s, 

allowing clients to take another doctor’s opinion and explanation of laboratory report.  

The participants were provided with instructions in a letter addressed to them along with a set 

of questionnaire. Respondents were aware about the nature and scope of the research under 

study. Participants were under no obligation to complete the questionnaires. They were free to 

refuse their participation at any given time of  research study. No remuneration was paid. In 

order to maintain anonymity and confidentiality, client’s were assured that their identity will 

not be revealed. Completing and returning the questionnaire was accepted as implied consent. 

Each participant was handed over a questionnaire during a specific time. A feasible slot during 

the non-busy shift time was provided by the authorities to the investigator. Handed over 

questionnaires were completed in client’s room itself. Clients who could read and write 

completed the questionnaires, however those who did not read and write, the researcher read 

all the questionnaire items one by one and the client responded to their preferred option, while 

yet few of the client’s requested the filling of the same by their relative who were at their bed-

side .at the time of data collection. 10 to 15 minutes were required for filling up the 

questionnaire. All the distributed questionnaires were completed and returned immediately. 

Data analysis: The Excel (Microsoft Office version 2003)/SPSS/STATA computer program 

was used to analyse the data. 

This paper uses logit models to establish the relationship between socio-demographic variables 

and the perception of clients on the four considered parameters as mentioned above  

Reliability statistics revealed that Cronbach’s  alpha is .781  indicating that the instrument being 

utilized is reliable. 

Performing the validity test using Pearson Product Moment Correlations the significance value 

is < 0.05, which explains that the variable is valid. 

Analysis is conducted by estimating models denoted by equations 1-6. The dependent variables 

𝑦1 𝑦2 𝑦3 𝑦4 𝑦5 𝑦6 , represents whether the HCRs is satisfied with the considered parameters 

on namely: doctors’ grooming, nurses’ grooming, expertness of doctors  in providing services, 

avoidance of unnecessary investigations, preference for  other doctor’s expert opinion, and 

explanation of laboratory reports. If the HCR is satisfied the score is equal to “1 “ and if not 

satisfied the score is “0” . 

𝐸𝑥 ∶  𝑌1𝑖
∗ = 𝑋𝑖

′𝛽 + 𝜖1

IRTM 2023 (International Conference On “Interdisciplinary Research in Technology & Management”)

Page 571



𝑌1𝑖
= 1,  𝑖𝑓    𝑌1𝑖

∗ > 0-------------------------------------(1)

𝑌1𝑖
= 0,  𝑖𝑓    𝑌1𝑖

∗ = 0

In the above equations, Xi is a vector of individual-level characteristics, β is a vector of 

parameters, and ɛ1i is the error term that is normally distributed. The above logit equations are 

estimated by the maximum likelihood method. 

RESULTS 

Table 1 

The summary statistics for all the independent and dependent variables considered in the 

below mentioned analysis. 

Dependent Variables 

 (Satisfaction on the parameters mentioned below) 

Doctors’ grooming/neatness (trust/confidence /secured) 

Nurses’ grooming/neatness (trust/confidence /secured) 

Doctors’ expertness in service provision (feel safe/ 

confident/comply to treatment/details explained well) 

Ordering unnecessary investigations by doctor (too 

many tests/not required/costly if outsourced) 

Allowing clients to take another doctor’s opinion   

(second opinion to confirm diagnosis and treatment) 

Explanation of laboratory report (importance of test and 

results explained) 

Independent Variables 

Gender 

Male 50.26% 

Female 49.74% 
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Education Level 

Below High School 42.05% 

High School and PUC (11th and 12th) 35.38% 

Above High School /PUC (11th and 12th std) 22.56% 

Age 

18 – 28 28.21% 

>28 – 38 20.51% 

>38 – 48 15.38% 

>48 – 58 13.85% 

>58 and above 22.05% 

Family Income 

<20,000 49.74% 

20,000-40,000 33.33% 

>40,000 16.92% 

Response given by 

Self 58.46% 

Others 41.54% 

Occupation Sector 

Not Employed 12.31% 

Government 24.10% 
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Private 11.28% 

Self-Employed 52.31% 

Religion 

Hinduism 64.10% 

Islam 18.97% 

Christianity and others 16.92% 

Insurance Status 

Insured 51.28% 

Not Insured 48.72% 

Hospital Type 

Primary Health Centre (PHC) 17.44% 

Community Health Centre  (CHC) 10.26% 

Sub District Hospital (SDH) 14.36% 

District Hospital (DH)   32.31% 

Private Hospital 25.64% 

Language Known 

Konkani  72.82% 

Non Konkani 27.18% 

(Primary Source: Shashi Lata Yadav, May 2016 to 

December 2018, Goa State). 

Table 1 gives the summary statistics for all the independent and dependent variables considered 

in analysis. 
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The majority 74.37% of the selected HCRs were from public run hospitals. While 50.26% were 

male , female remained at 49.74%. Highest 42.05% had studied below high school and 22.56% 

had studied  above  12th std. While 28.21% of clients  were between 18yrs to 28yrs , 22.05% 

were found to be above 58yrs of age. 49.74% had income below Rs.20,000 per month and only 

16.92% had their income above Rs,40.000 per month. 58.46% of the respondent preferred to 

answer on their own. Majority 52.31% were self employed, 24.10% were government 

employee . While 11.28% were employed in private sector , 12.31% were not employed. While 

64.10%  were hindus, Islam and Christianity remained at 18.97% and 16.92% respectively. 

Majority (51.28%) of clients were insured. Most  72.82% knew konkani language. 

Table 2: Satisfaction of health care receivers based on their sociodemographic variables 

Doctors Nurses Doctors Unnecessary other Lab 

Groomed Groomed Expert Investigation opinion report 

Gender 

Male (reference) 

Female -0.0491 -0.0491 -0.0368 -0.106* 0.0100 0.0579 

(0.0583) (0.0583) (0.0446) (0.0596) (0.0607) (0.0636) 

Education 

Below High School (reference) 

High School and 

PUC 

-0.0300 -0.0300 0.00782 -0.0892 -0.148** -0.0595

(0.0741) (0.0741) (0.0541) (0.0642) (0.0707) (0.0784) 

Above High School -0.0581 -0.0581 -0.0744 -0.133 -0.0913 -0.132

(0.102) (0.102) (0.100) (0.0902) (0.0971) (0.120)

Age 

18 – 28 (reference) 

>28 – 38 -0.0354 -0.0354 -0.0462 0.000206 -0.0630 -0.0984
(0.0890) (0.0890) (0.0642) (0.0831) (0.0873) (0.100)

>38 – 48 -0.0146 -0.0146 -0.0691 -0.0519 -0.0452 0.0823

(0.0962) (0.0962) (0.0786) (0.0875) (0.0928) (0.0996)

>48 – 58 0.135 0.135 0.113** 0.108 0.0895 -0.0154

(0.0864) (0.0864) (0.0570) (0.100) (0.105) (0.108)

>58 and above -0.151 -0.151 -0.0354 0.0154 0.00958 -0.0821

(0.0944) (0.0944) (0.0775) (0.0905) (0.0976) (0.101)

Family Income 

<20,000 (reference) 

20,000-40,000 -0.257*** -0.257*** -0.190*** -0.0126 0.0119 -0.133*

(0.0694) (0.0694) (0.0510) (0.0708) (0.0767) (0.0797)

>40,000 -0.180** -0.180** -0.0895 0.118 0.0525 -0.0541

(0.0823) (0.0823) (0.0734) (0.109) (0.0979) (0.0967)

Response given by 

Self (reference) 
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Others 0.198*** 0.198*** 0.0868* -0.0526 -0.0636 -0.0146

(0.0579) (0.0579) (0.0486) (0.0620) (0.0641) (0.0681)

Occupation 
Sector 

Not Employed (reference) 

Government -0.0674 -0.0674 0.0362 0.105 0.229** 0.170* 

(0.0940) (0.0940) (0.0583) (0.107) (0.109) (0.0956) 

Private -0.187** -0.187** -0.113* 0.126 0.124 -0.0477

(0.0781) (0.0781) (0.0605) (0.0790) (0.0791) (0.0842)

Self-Employed -0.0706 -0.0706 -0.190** 0.00740 0.203* 0.0682

(0.103) (0.103) (0.0833) (0.103) (0.106) (0.103)

Religion 

Hinduism (reference) 

Islam 0.0774 0.0774 -0.00472 0.0215 -0.0558 -0.0175

(0.0802) (0.0802) (0.0636) (0.0742) (0.0757) (0.0811)

Christianity and 

others 

-0.00268 -0.00268 -0.0311 0.00143 0.105 -0.0607

(0.0795) (0.0795) (0.0894) (0.0789) (0.0797) (0.0836) 

Insurance Status 

Insured (reference) 

Not Insured -0.0116 -0.0116 0.00213 0.192** 0.137* -0.105

(0.0699) (0.0699) (0.0527) (0.0833) (0.0813) (0.0787)

Hospital Type 

Private Hospital (reference) 

Primary Health -0.210* -0.210* -0.519*** -0.688*** -0.451*** -0.561***

Centre (PHC) (0.117) (0.117) (0.0802) (0.115) (0.125) (0.101)

Community Health -0.399*** -0.399*** -0.713*** -0.431*** -0.150 0.188

Centre (CHC) (0.124) (0.124) (0.0947) (0.165) (0.183) (0.135)

Sub District  0.188** 0.188** -0.124** -0.231* 0.0400 -0.121

Hospital (SDH) (0.0946) (0.0946) (0.0579) (0.127) (0.144) (0.128)

District Hospital   0.155 0.155 -0.119* -0.634*** -0.384*** 0.0646 

(0.108) (0.108) (0.0672) (0.118) (0.137) (0.129) 

Language Known 

Konkani  (reference) 

Non Konkani 0.0146 0.0146 -0.0300 -0.0209 0.0165 -0.0588

(0.0664) (0.0664) (0.0584) (0.0714) (0.0728) (0.0815)

Observations 195 195 195 195 195 195 

AIC . . . . . . . 

Standard errors in parentheses 
* p < 0.10, ** p < 0.05, *** p < 0.01

(Primary Source: Shashi Lata Yadav, May 2016 to December 2018, Goa State). 
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Table 2 gives the marginal effect estimates for the logit analysis done to study the impact of 

individual-level variables on their satisfaction level on the considered parameters such as 

doctors’ grooming/neatness, nurses’ grooming/neatness, doctors’ expertness in service 

provision, ordering unnecessary investigations by doctor/s, allowing clients to take another 

doctor’s opinion and  explanation of laboratory report. 

HCRs’ with high school and PUC [10th and 11th standard] is found to have significant and 

negative associated with satisfaction on treating doctor/s  who do not not allow clients to take 

another doctor’s opinion (14.8%) for further consultation,  Clients >48-58yrs has significantly 

positive association with satisfaction related to doctors’ expertness in service provision 

(11.3%). Clients with family income Rs 20.000-Rs 40,000  and >40,000 showed significantly 

negative association with satisfaction (25.7%) & (18%) respectively on doctors’ and nurses’ 

appearness (well groomed and neatness),while clients with family income Rs 20.000-Rs 40,000 

displayed significant negative association (19%) with  satisfaction to doctors’ expertness in 

service provision 

Compared to self (client), others who responded to questionnaire on behalf of clients, showed 

significantly positive association with satisfaction to parameters such as doctors’ 

grooming/neatness (19.8%), which is consistent with a study (Schierhorn, 2012) stating that 

professionalism by public is determined by employees image of dressing or grooming and are 

likely to comply with HCPs instructions for improved clinical outcomes. 

Government employed clients revealed significant positive association with satisfaction related 

to  permitting clients to take another doctor’s opinion (22.9%) if he/she wished to do so and 

maintain confidentiality reports of clients by HCPs which as per law is a privileged 

communication to maintain professional relationship between the HCPs and HCRs (Brodnik 

et al., 2012). 

Private employed clients showed equal significant negative association (18.7%) towards 

doctors and nurses with regards to grooming. With regards  to doctors’ expertness in service 

provision, self employed clients divulged significant negative association (19%) towards 

doctors’ expertness in service provision. The study is compatible (healthcare-in-europe.com) 

where clients opined that out of four respondents , three had trust and developed confidence in 

the doctors treating them. However 60 percent of clients felt that enough nurses took care for 

them always. One in ten stated that there were never or rarely enough nursinf staff  on duty. 

According to Centers for Medicare and Medicaid Services (CMS) Hospital Compare ; only 

71% of clients reported receiving care at the “best possible hospital” (Centers for Medicare and 

Medicaid Services, 2017). 

Non-insured clients indicated significant positive association (19.2%) with satisfaction related 

to ordering of unnecessary investigations by doctor/s treating indoor clients. No association 

was observed as regards to religion and insurance towards the selected components. 

Table 2 also displays the hospital type (private) to be statistically significant in determining 

measures towards quality assurance of HCPs towards admitted client care. 

Based on six selected parameters, private owned hospitals appears to have better performance 

than the public run hospitals in Goa. SDH clients have revealed  equal significant positive 

association (18.8% & 18.8%) with satisfaction on doctors’ & nurses grooming/neatness while 
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CHCs clients have exhibited similar significant negative association (39.9% & 39.9% ) on 

doctors & nurses’ grooming/neatness component of admitted clients. 

HCRs of PHCs, CHCs and SDHs have revealed significant negative association ( 51.9%, 

71.3% 12.4%) with satisfaction towards doctors’ expertness in service provision to their clients. 

Likewise on analysis of ordering unnecessary investigations by doctor/s, clients of PHC, CHCs 

& DHs conveyed significant negative association (68.8%, 43.1% & 63.4%) as regards the 

satisfaction. Similarly PHC clients stated significant negative association (56.1%)  to 

satisfaction in respect to explanation of laboratory report by HCPs to the client/s under their 

care .  

Discussions: 

During analysis it was observed that most (Age , education, religion insurance and language) 

of the components did not play a significant role in explaining HCRs satisfaction perception 

on quality assurance. It was observed that most of the clients had significant negative 

association as regards the satisfaction pertaining to ordering unnecessary investigation by 

doctors which is in line with the study (Khalifa and Khalid,2014) who stated that more than 

11% of ordered test were repeated and was unnecessary which could have been avoided. CHCs 

clients have exhibited negative association (39.9% & 39.9% each ) on doctors & nurses’ 

grooming and therefore it is important that HCPs are well groomed & be more professional; 

since this will help clients to trust and comply with treatment which is in agreement with 

Schierhorn’s study, 2012.  

Conclusion: 

The study states that majority of HCRs are not satisfied  with healthcare provisioning on the 

considered parameters of doctors’ grooming/neatness, nurses’ grooming/neatness, doctors’ 

expertness in service provision, ordering unnecessary investigations by doctor/s, allowing 

clients to take another doctor’s opinion and  explanation of laboratory report. Therefore the 

quality assurance component need to be considered on these parameters. Clients who trustand 

have confidence  their HCPs will have improved clinical outcomes. Security related to care 

assurance will ensure respectful relationship between HCRs and HCPs. 
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Abstract—The world is changing and making a shift towards 
sustainability by following the ideology of the green economy. 
Green HR ideology is based on promoting employee practices 
that are sustainable in nature. Recent studies have  indicated that 
this ideology seems to have some form of influence on employee 
attitudes. Organizations are integrating environmental 
management into HR Practices. The goal is to ensure a holistic 
and sustainable development of both firm and its  employees. 
This integration requires organizations to align their goals and 
objectives with environmental sustainability. Previous studies 
have discussed the best Green HR practices, rarely its impact on 
employees. This paper majorly focuses on the relation between 
green HR practices and its influence on organizational commit- 
ment. The primary data sample consists of over 300 employees 
from the services sector. The findings indicate that there exists a 
significant relationship between green HR practices and organi- 
zational commitment. The results also indicated that green HR 
practices in rewards and recognition had the highest correlation 
with organizational commitment. It can be concluded that, an 
employee, showcasing a green  approach  would  be  committed 
to the organization whose goals aligned with environmental 
sustainability. A deduction of this relationship brings to the table 
newer insights that would help organizations to deploy effective 
and sustainable policies. 

Index Terms—Sustainable Human Resources, Green HR, Or- 
ganization Commitment 

I. INTRODUCTION

Green HR (Human Resources) is an amalgamation of 

Human Resources Management (HRM) with Environmental 

Management. Nowadays, policies about "Go Green" are being 

implemented in each sector in order to minimize its negative 

impact on the environment. It contributes in taking steps 

forward in controlling pollution, eco-friendly product manu- 

facturing and waste management while playing a major role  

in making the employees aware and become more considerate 

towards natural resources available to us.  The requirement 

for the organizations to embrace environment while working  

is need of the hour due to the recent development and 

advancement in concerns related to ecology and the changing 

universal natural standards. Thereby making  it  mandatory  

for the organizations to understand that they are directly or 

indirectly responsible towards the environmental and social 

risk that are faced as a consequence of their business decisions. 

The continuous approach in which positive results could be 

continuously delivered to three P’s viz. Profit, Planet and 

People is called as the “Triple Bottom Line.” Human Resource 

Management plays a major role in creating sustainable strate- 

gies for the organization in order to achieve a triple bottom 

line by creating and embedding the skills, motivation, trust and 

value for the same. Employees will hereby not only contribute 

functionally on their jobs, but they would also play a major 

role in preserving the environment, this would have a positive 

impact on their mindsets. This is a change that can be brought 

by employees and customers in creating a sustainable and 

green world for future. Figure 1 perfectly communicates all 

the practices that can help the organizations to go green and 

become more ecologically responsible in the HR domain. 

Fig. 1. Green HRM (Human Resource Management) 

A. Green HR (Human Resources)

Green Human Resources is about pursuing HR initiatives

that are environment friendly and would result in greater effi- 

ciency, lowering the cost, improved engagement and retention 

of employees. This initiative would directly help in reduction 

of carbon footprints by initiating steps like 1) electronic filing 

2) car-pooling 3) recycling 4) telecommuting 5) online training

6) virtual interviews 7) minimized travel requirements and etc.

and later recognize their contribution.

Thus, Green HR would focus on a broader corporate agenda 

by the effectively changing employee management policies 

and practices. The need for Green HR arises because of the 

following mentioned reasons. Firstly, it would help in building 
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a healthy and responsible work environment, it would help in 

decreasing the incurred cost, it will aid in maintaining ecologi- 

cal balance, helps in conserving time, aids with flexibility and 

helps the organization to build an effective employer brand. 

Researcher have analyzed managerial practices that would aid 

in facilitating and further making  it  possible  in  achieving  

the set goals of Green  HR.  This  practice  would  improve  

the environmental competitiveness of organizations that are 

following it. Let us now enlist the advantages the organizations 

can receive while following a Green HR based strategy. It 

directly impacts the public image of an organization, retention 

rate shoots up, due to an effective employer branding attracting 

talent becomes easier, the overall performance of an orga- 

nization improves and thereby their market & public image 

improves. The growing need of a strategy for HRM while 

ensuring environmental sustainability is now a compulsion, 

and this initiative is now taken by a lot of organizations. 

B. Service sector

Service sectors are the fastest growing sectors in our coun- 

try. It has a huge range from banking, hospitality, education, 

trade, insurance, businesses, etc. According to IBEF (India  

Brand Equity Foundation), this sector is not only the key driver 

of our economic growth but also contributes majorly in foreign 

investments. It contributes up to 55.39% our country’s GVA 

(Gross Value Added) at current price in FY20. In future the 

sector will prevail to grow at higher rates due to globalization. 

India being a favorable place for both talented minds and 

cheap labor, it attracts more and  more  foreign  business  to 

get established here. The expansion of this sector leads to 

recruitment of more employees to such organizations. As the 

major chunk of our population will be working for these 

companies in the near future, a set and established Green HR 

practice is required to be followed by both the organization  

and the employees to ensure the holistic development of 

employees, organization and the country. More awareness is  

to be created at the employee level to make then understand 

their responsibility towards the environment. Organizations 

will have to come up with efficient strategies to increase the 

awareness amongst the employees. 

II. OBJECTIVES

This paper aims to study the effective Green HR initiatives 

taken by service sector companies situated in Uttar Pradesh 

and its impact on employee’s perception. We would also 

understand the impact of different Green HR practices on 

Organization Commitment. The result would further aid the 

companies or organizations to  understand  the  significance  

of Green HR  and  if  employees  have  a  positive  response  

to the same, it would directly affect the triple bottom line     

of social, financial and environmental. Thereby, favoring the 

implementation and promotion of Green HR practices amongst 

the employees and the organization. 

III. LITERATURE REVIEW

A. Theoretical Framework for Green Human resource Man- 

agement

Theories like a) institutional theory, b) system theory, c) 

process theory, d) resource-based theory, e) stakeholder theory 

and f) ability-motivation-opportunity (AMO) theory explains 

the “What, Why and How” of Green HRM [23], [5]. 

Institutional theory considers the ecosystem perspective, 

controlled use of the resources-controlled living, this theory 

suggests a need for every organization to follow Green HR 

based practices due to social and regulatory pressure. The 

resource-based theory focuses on the employee  perspective 

for application of Green HR. It suggests that resources that 

are valuable and rare are a source of competitive advantage  

to the organizations. Combination of the mentioned theories 

points out that both employee contribution and organizational 

environmental initiatives will reflect the greening of the HRM 

practices [22]. The framework of systems theory implies 

policies related to Green HR to strengthen the outcomes and 

further provide a remarkable organizational performance. The 

HR managers are responsible to plan and structure adjustments 

that benefits the whole system. The three theories explain the 

what and why of Green HR [24]. 

The “how” of Green HR focuses on the process through 

which it can be implemented. This theory seeks to explain 

that certain input leads to certain output which results into an 

event or an occurrence [21]. The stakeholder theory explains 

“For whom” the green HR theory is to be applied. This theory 

appears in consistency when we focus on the “triple bottom 

line” of the economic, social and the environmental goals of 

sustainability [20]. The last of “How well” is explained by the 

AMO (Ability, Motivation & Opportunity) theory, which states 

how important is it foe the employees to understand, like and 

enjoy performing greening activities to accomplish the related 

greening objectives set by an organization. The top managers 

play a crucial role in making the employees aware, ensuring 

their contribution and further motivating them for their efforts 

to abide by the greening activities [19]. 

B. Defining Green HRM

In this era, where every organization wants to support envi- 

ronmental sustainability exclusively is promoting executives to 

take step in order to modulation of their corporation. A major 

part of this research would throw some light on parameters 

that would directly impact of environmental practices to the 

performance of their organization [19]. According to different 

authors the term Green Human Resource Management has 

varied definitions. The term refers to practices, policies and 

systems that aims at benefiting the society, individual, business 

and the environment by making the employees to follow the 

green approach [21]. 

Green HRM is a promising change for all the HRM 

stakeholders i.e. from employees to their employers, to the 

investors, academicians, and practitioners. They proposed to 

studies that would be able to observe the overall benefit 
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of Green HRM would be more beneficial than that con-  

ducted on the individual basis [19]. The scholars suggest that 

how Green HRM could influence employee green behavior  

at workplace [18]. Additionally, some scholars stated that 

employees at the lower level of the  hierarchy  do  not  or 

have minimal knowledge about the Green HRM practices. 

Awareness programs along with training programs should be 

conducted in order to address environmental issues at every 

level. Organizations to encourage employees to come up with 

solutions for practices that would reduce the carbon emission 

and further recognize them for their efforts [23]. 

Some researchers conducted a study on what employee 

perceive Green HRM and how can factor like salary, education, 

recognition etc. can drive the to practice Green HRM [16]. 

The analyses of the study conducted in Poland revealed major 

shortcomings: 1) HRM Specialists lacked familiarity with the 

concept, 2) absence of systemic approach put forward at indi- 

vidual level, 3) Underdeveloped reporting and measurement 

of procedures regarding Green HRM. Another study con- 

cluded that manufacturing firms and service sectors are readily 

adapting to the new norm of Green HRM [14]. For creating 

awareness at the lowest level campaigns should be conducted 

at the education level, students being well-aware of green prac- 

tices would lead to responsible citizens and further compatible 

employees for companies as well [13]. A few practices like 

online recruitment, learning and training employees, Green 

Performance Management) and Green Reward & Recognition, 

where few initiatives taken up by six manufacturing companies 

to analyze the preparedness of organizations for implementing 

Green HRM were listed down [15]. It has been proposed that 

adoption of Green practices would not only be beneficial for 

the environment but also would help the organization. It would 

impact the behavior of their employees.  While  this  points 

out at the major issue that HR professionals face is in the 

understanding of the depth and scope of Green HRM. The 

author points out at the major difficulty of motivating the 

employees where their behavior cannot be changed in a short 

span of time [11]. 

Another study mentions that people practice a set con- 

sumption patterns that effects the environment. To successfully 

implement Green HRM it is not the employees of a certain 

organization but a responsible citizen to enthusiastically par- 

ticipate in implementing Green HRM practices in a long run. 

The study listed down the challenges that were being faced  

in implementation of Green HRM by the organizations were 

practicing these policies in the longer-run, definite policies  

to be followed, training of HR professionals  to  focus  on  

new and innovative approaches to follow Green HRM, further 

along with huge investment that green practices leads to, the 

expenditure part is challenging as well [12]. 

C. HR Management and Sustainable competitive  advantage

Social legitimacy brings competitive advantage [10]. Bene- 

fits of adopting to Green HRM practices for the organization 

ranges includes a) Natural environment preservation, b) builds 

a  healthy  work  environment  and  enhances  morale,  c)  lead 

to a competitive advantage through CSR, d) saves cost and 

enhances the company image, e) stimulation of both growth 

and development and etc. (Goel, 2016) When an organization 

obtains green skill the environment strategy appears to be 

effective. Thus, making the role of employees in implementing 

these skill sets are important  [9].  HR  management  being  

the core of an organization is responsible for any type of 

changes in company’s culture. Thus, the  HR  professionals 

are responsible for identification and application of all the 

necessary changes for employees. The argument is that it is  

of immense importance that companies define strategies after 

they are aware about the industry under which the company 

works [8]. Considering the framework of Porter’s five forces 

consisting of 5 parts that includes: - a) Rivalry amongst the 

existing competitors, b) threat of a new entrant, c) Supplier’s 

bargaining power, d) Buyer’s bargaining power, e) threat of 

substitutes. Interaction of these five characteristics can lead to 

the success of the company in aligning their strategies that are 

sustainable in nature. Figure 2 illustrates the impact of Green 

HRM on both the employees and the organization. It enlists 

the advantages that both organization and the employees would 

benefit by practicing greener practices. 

Fig. 2. Advantages of Green HR (Organization) 

Fig. 3. Advantages of Green HR (Employees) 

D. Practice of Green Human Resource Management (HRM)

Green R & S (Recruitment & Selection): It simply implies

that recruitment is done without any usage of paper or fuel. In 

order to conduct this recruitment, use of technology is a must, 

where forms are circulated online, interviews are either web 

based or telephonic in nature. Now this approach would not 

only improve the management systems related to reduction in 

environmental impact but would also pass on a message to  

the newly recruited employee about the green culture that is 

being followed. This action would help companies in creation 

of a green employer brand image that would attract talents 

who believe in this concept and not the other way around 
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as attracting the right talent is a key challenge to the HR 

personnel. 

Green T & D (Training & Development):  The  objec- 

tive of Training & Development  is  to  prepare  employees  

for developing their KSA(s) - Knowledge, Skills, Attitudes. 

Organizations play a major role in training the employees on 

methods that would reduce wastage, help in optimal resource 

utilization, smart use of energy which would lead to reduction 

in degradation caused to the environment. Initiative like envi- 

ronmental training according to their job profile, taking regular 

briefings regarding the same would keep the organization more 

aware of their day to day practices, create awareness amongst 

the employees via newsletters or workshops every month. 

Encouraging the employees to become more proactive and 

suggesting solutions to reduce the degradation would increase 

employee engagement as well. 

Green PMS (Performance Management System): The 

crucial step of performance management is appraisals. Further, 

when the set criteria are met appraisals serve as a helpful 

feedback to the employees that would lead to an improved 

outcome of the organization [5]. For organizations to measure 

performance of employees related to their environmental ap- 

proach can be a challenge. Thus, it becomes a compulsion  

to set performance standards and indicators related to their 

green practices which could be further linked to green goals 

and task mentioned in their job descriptions. Organizations are 

using the compensation as a tool here, if the set standard is  

not achieved the employee would witness a pay-cut for that 

month. 

Green R & R (Reward & Recognition): Green rewards 

includes the lifestyle and workplace benefits, that has a wide 

range from offsetting the carbon credits  to  free  cycles,  to 

not only engage people in this initiative but also recognizing 

their contributions. After appraisals another effective tool for 

employees is green compensation and reward to attain set 

environmental goals. This would directly help in making 

efforts and maintaining interest of their employees. Rewards 

would help in motivating the employee’s attitude and behavior 

towards the environment. Few initiatives that can be taken by 

organizations include the following: 1) Use of monetary based 

(cash, bonus) rewards, non-monetary based (leaves, sabbati- 

cals), recognition-based rewards (dinners, awards, publicity), 

linking green initiatives to appraisal or promotion [2]. 

IV. METHODOLOGY

To bring out an effective result, the targeted population 

were employees from three different levels of the management. 

A total of 363 responses were analyzed. A questionnaire 

developed by researchers was administered  to  understand  

the perception of employees for various green practices and 

analyze the level of  awareness  amongst  the  different  level 

of employees in an organization [4]. Further, analyzed the 

impact of different Green HRM practices on Organizational 

commitment. Likert Scale was used for Data collection, where 

1- Strongly Disagree and 5- Strongly Agree. Multilinear

regression was the statistical analysis employed for obtaining 

results. 

Fig. 4. Theoretical Construct 

V. HYPOTHESIS

H1: There is significant relation between organization com- 

mitment with respect to Green Recruitment and Selection 

practices. 

H2: There is significant relation between organization com- 

mitment with respect to Green Training and Development 

practices. 

H3: There is significant relation between organization com- 

mitment with respect to Green Reward Management practices. 

VI. ANALYSIS AND INTERPRETATION

The Paper has primary analysis in the form of correlation, 

regression and ANOVA. 

A. Reliability and validity test

Reliability refers to the degree to which an instrument yields

consistent result. Common measures of reliability include 

internal consistency, test-retest, and inter-rater reliability. 

Validity is the extent to which the scores from a measure 

represent the variable they are intended to. But how do 

researchers make this judgment? We have already considered 

one factor that they consider—reliability. 

B. Cronbach (α)

Cronbach alpha is a measure used to assess the reliability

or the internal consistency, of a set of scale or test items. 

TABLE I 
RELIABILITY - CRONBACH ALPHA

 Variables Cronbach’s alpha  

Green  R & S 0.928 
Green  T & D 0.880 
Green  R & R 0.866 
Organization Commitment 0.853 

  Overall 0.931 

The table denotes the Cronbach alpha of all the four vari- 

ables that is above 0.7, which indicates that the Coefficients 

are highly reliable. 

C. Correlation ( ρ)

The independent variables i.e. Green R&S,  Green  T&D

and Green Reward Management show a positive relationship 

amongst each other. The table also shows a significant rela- 

tionship between the dependent and independent variables. 
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Green R 

TABLE II 
CORRELATION 

Green T Green R Org. 

attract new talents. The process of Green Recruitment and Se- 

lection would hire individuals who are equipped with the skills 

and knowledge of sustainability, thereby assisting in effective 
& S & D & R Comm 

Green R& S 1 .769** .795** .774** 
Green  T & D .769** 1 .754** .746** 
Green  R & R .795** .754** 1 .829** 

performance of the organization. The organization would value 

these employees by recognizing their efforts, which leads to 

Job satisfaction and further Organization Commitment. 
Org. .774** .746** .829** 1 H2 : is accepted. There is a statistically significant rela- 
 Commitment 

D. Multilinear Regression

According to the analysis, Green R&S ( β = 0.224, p=0.00),

Green T&D ( β = 0.192, p= 0.00), Green RM ( β= 0.506, 

p= 0.00). Thus, all the three variables have a significant 

relationship with organization commitment. 

TABLE III 
REGRESSION

Multilinear Regression 
B β  t p 

Constant .313 2.549 0.001 
Green R&S .278 .224 4.536 0.000 
Green T&D .217 .192 4.218 0.000 
 Green Reward .547 .506 10.529 0.000  

E. Model summary

In the above table, the independent variables are taken as a

set; Green R&S, Green T&D and Green Reward Management 

account for 73.6% of variance in leading to Organization 

Commitment. 

TABLE IV 
MODEL 

R . R Sq. R Sq. Adjusted  . 

 0.858 0.736 0.734 

F. ANOVA (Analysis of Variance)

The table suggests that the model is significant. Independent

variables predict the statistical significance of the dependent 

variable. 

TABLE V 
(ANOVA) ANALYSIS OF VARIANCE

tion between organization commitment with respect to Green 

Training and Development. OC shows 55.7% of dependence 

on Green Training and Development. Training incorporates 

required skill sets in the employees which directly effects the 

ease of achieving the set objectives and goals of the organiza- 

tion. T&D enhances their performance and encourages them  

to innovate at their level. Organization can further motivate 

these employees by incorporating their ideas and reward them, 

which leads to OC as the employees are values and motivated 

in the organization. 

H3 : is accepted. There is a statistically significant rela-  

tion between organization commitment with respect to Green 

Reward Management. OC shows 68.8% of dependence on 

Green Reward Management. Reward and recognition directly 

show how an organization values  its  employee  and  how  

they keep them motivated for delivering desirable results for 

the organization. If the employee is satisfied with the job,  

feels appreciated it would directly lead to the organization 

commitment. 

VIII. DISCUSSION

The research done here focuses on establishing a relation- 

ship between green HRM practices and organizational commit- 

ment. We setout to understand the level of awareness amongst 

employees, their role towards the environment, etc. The study 

indicates the effect of three major green HRM practices on 

organizational commitment. All the three practices i.e. Green 

R & S, Green T&D and Green R&R have a direct impact  

on commitment levels of employees. The highest impact is   

of green rewards followed by Green R&S and then Green 

T&D. We witness a recent shift towards the greener practices 

in the service sector. By understanding how these factors work 

in terms of effecting commitment and sustainability, better 

policies and better training for enhancing the awareness of 

these practices and thereby convincing the importance of being 

ecologically responsible on both individual and organizational 
levels. By considering other green HRM factors like Job 

Model . Sum  of Sq . df . Mean Sq . F . Sig . 

Regression. 163.616 3 54.539 334.312 .000b
 

Residual. 58.566 359 .163 

 Total. 222.182 362 

VII. HYPOTHESIS TESTING

H1 : is accepted. There is a statistically significant relation 

between organization commitment with respect to Green Re- 

cruitment and Selection. OC shows 59.9% of dependence on 

Green Recruitment and Selection. As organizations are now re- 

alizing the competitive advantage, and a strong image that they 

can build by going green. This becomes an effective strategy to 

design and analysis, induction, employee motivation, job sat- 

isfaction, etc. for the studying the awareness factor in different 

industries and sector will give a clear picture and thereby 

more policies can be made to achieve a more environmentally 

sustainable goal. 

IX. CONCLUSION

Going Green is the new trend that companies are shifting 

towards. It is an attractive business strategy employed by 

organization to attract potential talent. Recruitment or selection 

of green-employees helps in improving employee engagement 

and employer branding. To ensure a sustainable future, HR 
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professionals have to ensure awareness amongst every level of 

management employee and thus inculcate the responsibility of 

executing Green practices [3]. The shift towards is still in its 

initial phase, both organization and employees have to ensure 

a better understanding of Green practices and thereby making 

it a part of their lives. A green employee, well-trained and 

rewarded for responsibly showcasing a green approach would 

be committed to the organization whose goals aligned with 

environmental sustainability. 

X. MANAGERIAL IMPLICATIONS

On both theoretical and practical basis, there are numerous 

implications for both the policy-makers of the organization and 

the practitioners who follow these set policies. This conceptual 

model and results can provide guidance to various policy- 

makers in the extensively growing sector of service. Scarcity 

of natural resources and sustainable use of these resources has 

been a part of study since a very long time. Organizations  

play a major role in easing the environmental issues [1]. 

Managers can use the study to analyze the effects of Green 

HRM on organizational commitment in their  organization  

and further make policies that would benefit them and the 

environment. We can witness a shift towards greener HRM 

policies and practices being set up by several organizations. 

Going green not only enhances social and environmental 

performance but also impacts the financial performance. If 

management shifts its focus towards sustainability and being 

more environmentally responsible, a change in organizational 

culture by application of green HRM practices can enhance 

employee awareness. The awareness factor would aid to pro- 

vide a sense of responsibility towards both the organization 

and the environment and further helping them to personally 

achieve the sustainability goals. By rewarding and recognizing 

such attitude both such practices would be promoted and 

organizational commitment can be achieved. 

XI. LIMITATIONS

This paper addresses the relationship between Green HRM 

practices with Organizational commitment (OC). Only three 

green practices are taken into consideration to analyze their 

relation against Organizational commitment. Other factors  

like Green Induction, Green Safety Management, Employee 

Involvement, etc. were not considered. These practices alto- 

gether can give a whole picture of how green practices impacts 

firm performance and organization commitment. Primary data 

was considered for the purpose of analysis and secondary data 

to understand the present scenario of Green HRM. This paper 

acknowledges only the service sector for understanding the 

relationship amongst the green practices and OC. The future 

researchers can conduct a comparative analysis for different 

sectors against the other Green HRM practices. Thereby mak- 

ing it easier for organization to adapt to apt greener practices 

ensuring holistic development. 

XII. FUTURE SCOPE

The research and study under this topic can be useful for 

future researchers, academicians and managers. Addition of 

more constraints to the study can help give a clearer picture  

of specific factors impacting the triple bottom line. Factors  

like conservation and use of different energy resources, water 

resources, renewable and non-renewable resources can be 

taken into consideration to analyze and understand how they 

are being used by an organization. Consideration of factors like 

Job satisfaction, Employee engagement, Social Responsibility 

of the organization towards the environment, etc. will help in 

understanding how well does an organization trying to imple- 

ment these practices. Inclusion of other Green HRM based  

practices can be studied, that would aid in providing another 

dimension to the current study. Additionally, performing a 

similar kind of study for different sectors to understand the 

awareness level amongst employees, prerequisite HR compe- 

tencies and concern towards environment. 
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Abstract— When fossil fuels are burned to produce power, they 

release a significant amount of greenhouse gases that cover the 

Entire planet and pit solar energy. Fossil fuels, contribute for 

more than 75% of all emissions of greenhouse gases and almost 

90% of all carbon emissions, making them by far the biggest 

cause of global warming in the world. And over 80% of the 

energy produced worldwide is still derived from fossil fuels, but 

greener power sources are making headway. Right now, 

Renewable energy sources account for around 29% of power. 

RE sources are accessible worldwide and have not yet reached 

their complete capacity. By 2050, according to the International 

Renewable Energy Agency, 90% of the power generation ought 

to come from RE sources. With the help of RE sources, nations 

can expand their markets, shield themselves from the erratic 

price. This study mainly used to check the influence of personal 

characteristics and challenges faced by farmers in adopting 

renewable energy sources. This study is limited only to farmers 

in delta districts of Tamil Nadu and tries to access only the 

farmer's attributes and Knowledge towards Renewable energy 

adoption. For future researchers, the recommendation is that 

they can concentrate on taking this study all over India and 

assess other factors they consider extracting from farmers 

important for their research. Improving farmers' condition not 

only benefit the Farmer but it contributes to the overall 

country's growth. 

Keywords— Renewable energy, delta district, challenges 

I. INTRODUCTION

India is a farming nation, where the farming industry supports 

2/3 of the employed population and accounts for 15 percent 

of the country's GDP. India is one of the main suppliers of 

grains, seeds, vegetables, milk, meat, fruit, fish and meat 

thanks to its advantageous Agro-climatic circumstances. The 

country's food supply for each person has risen by 45 percent 

since the Green Movement was implemented in the 1960s. 

Due to numerous efforts to increase food productivity and 

enhance safety, India's farming sector has experienced 

significant expansion in the last three decades. Nevertheless, 

there is no direct correlation between the growth in 

agricultural earnings and the growth in food production. 

According to the NSS Office, 1/5 of farm population with a 

farming primary earn less than the federal poverty level. The 

Indian government unveiled its "Doubling Farmers' Income" 

tactic in 2018 to increase cultivators' revenue. By 2022, this 

method hopes to double farmers' earnings with a 10.4 percent 

rate of annual growth. Because many smallholding 

households are only one terrible produce away from 

economic ruin, enhancing small holder farmers productivity 

is a famously demanding issue to address. Farmers who lack 

a stable source of income are unable to purchase the 

equipment and components that can boost their efficiency, 

such as seedlings, irrigation, manure, after harvest handling, 

and storage facilities. They are therefore still excluded from 

the customer and economical markets. When fossil fuels are 

burned to produce power, they release a significant amount 

of greenhouse gases that cover the Entire planet and pit solar 

energy. Fossil fuels, contribute for more than 75% of all 

emissions of greenhouse gases and almost 90% of all carbon 

emissions, making them by far the biggest cause of global 

warming in the world. And over 80% of the energy produced 

worldwide is still derived from fossil fuels, but greener power 

sources are making headway. Right now, RE sources account 

for around 29% of power. RE sources are accessible 

worldwide and have not yet reached their complete capacity. 

By 2050, according to the International Renewable Energy 

Agency, 90%  of the power generation ought to come from 

RE sources. With the help of RE sources, nations can expand 

their markets, shield themselves from the erratic price 

fluctuations and promote broad-based economic growth, 

employment generation, and the reduction of poverty. Today, 

the cheapest source of energy in the majority of the world is 

RE. Technologies for RE are becoming more affordable 

quickly. Between 2010-20, the electricity prices produced by 

solar energy decreased by 85%. Onshore and offshore wind 

power costs decreased by 56% and 48%, in both. Everywhere 

around, even in low & middle-income nations, where the 

majority of the additional need for new energy will emerge 

from, decreased prices have made RE more alluring. Major 

problems in RE adoption: The availability of materials is less 

stable than that produced by fossil fuel facilities due to 

variations in the amount of wind & sunlight. As a result, 

landlords need power packs to conserve electricity. The 

public's opinion of RE is improving, and majority of the 

individual realises the priority with which the global warming 
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must be addressed. However, there are times when self-

interest, a lack of clarity regarding the expenses and gain, and 

other day-to-day worries can press RE adoption interest 

lower. 

II. LITERAURE REVIEW

The implementation of RE systems in farming has piqued 

attention on a global scale, largely because it offers a number 

of advantages for achieving sustainable farming, including 

increased water effectiveness, on-site power production, 

enhanced food safety and reduced impacts of climate change. 

Even though this is real for the advanced economies, there are 

still many difficulties for under developed economies. [1] 

From a Pakistani standpoint, the most trustworthy and 

environmentally friendly source of clean power is from 

renewable sources. Nowadays, RE sources and 

advancements in technology are substituting fossil fuels in 

most nations. Pakistan has access to enough RE to produce 

reliable and affordable energy. The current major energy 

conflict in Pakistan that began in 2020 and future power 

safety will be significantly impacted by RE sources. [2] 

Energy is essential to daily life because it helps to improve 

economic development and efficiency while also promoting 

social development. Moving toward RE sources is an 

excellent strategy for tackling global warming, but it should 

be accomplished in a viable way to ensure that there will be 

a reliable power supply to satisfy the demands of the next 

generation. [3] The consumption of carbon fuels to make 

energy has an adverse effect on the environment, so Egypt is 

moving toward the goal of incorporating RE sources more 

fully, including solar farms. Therefore, it is crucial to take 

into account present climate, territory use, and economic 

forces to identify appropriate locations for the deployment of 

PV farms. [4] The five primary renewable energy sources in 

latest days have been energy from the sun, hydro energy, 

wind turbines, geothermal heat, and solar heat in developing 

nations. These resources have a significant chance of 

addressing the existing energy urgent situation in various 

nations.  Therefore, continuous evolution of these resources 

is necessary to naturally deal with the present vitality 

obstacles. [5] The research showed that farmers who were 

youthful, richer, and more knowledgeable were more likely 

to embrace renewable energy. The main justifications given 

for the stated stubborn refusal to spend more on renewable 

energy were a shortage of cash, the accessibility of carbon 

fuels choices, and an inadequate knowledge of renewable 

energy innovation.   Additionally, educating people in rural 

areas about using renewable energy could build social 

acceptance of this method. [6] The function of energy 

systems is made more difficult by the fast-increasing use of 

RE, particularly for reactive power compensation. The output 

ambiguity can be effectively decreased and the system's 

reactive power compensation requirements can be satisfied 

by integrating wind and solar into a single system. Huge use 

of RE sources could result in business losses. [7] The findings 

recommended RE sources that are the best option going 

forward and have the minimum potential and spill overs 

costs. In terms of policy, the government of Pakistan should 

take measures in support of RE and advancements in 

technology that call for attaching biogas to long-term, 

unsustainable assets. [8] Reducing emissions in the 

construction industry is crucial to combat global warming 

because it accounts for 36 percentage of global carbon output 

and 40 percent of global energy consumption. Because they 

have the ability to reduce power usage and raise the overall 

amount of RE, net zero power structures are among the most 

hopeful carbon reduction initiatives. By implementing 

efficiency improvement strategies and utilizing RE sources, 

the power requirement must be reduced in order to create a 

net zero power constructions. [9] The ultimate goal of 

contemporary civilization should be switching from fossil 

fuels to RE sources in light of the present power shortage and 

the most major ecological contamination problems. [10] 

III. RESEARCH DESIGN & HYPOTHESIS

Research gap: 

There are many studies carried out in RE adoption among 

farmers concentrating only on socio economic factors, 

awareness and challenges alone. But there is a gap exist in 

examining the influence of all these factors in RE source 

adoption among farmers. This stimulates the interest for this 

paper as it covers this aspect. 

Methodology: 

By adopting a convenient sampling method, questionnaires 

are distributed to farmers in the delta districts of Tamil 

Nadu.264 farmers responded for this study. Analysis was 

carried out using MS-EXCEL and SPSS. This paper mainly 

checks the influence of socio-economic characteristics and 

challenges towards RE adoption. 

Objectives: 

1. To find out the relationship between variables like

Age, gender, size of family, education, farmers

experience, annual income, land holding, crop

pattern, irrigation facilities, power of farm,

extension contacts, exposure towards mass media,

information compulsive behavior, economic

motive, inventive proclivity, decision-making

ability, scientific orientation, farmer perception and

interest towards RE adoption. (Solar PV systems)

2. To find out the relationship between significant

challenges faced by farmers in adopting RE

adoption (Solar PV systems)

Hypothesis: 

H1- There is a positive relationship between variables like 

Age, gender, size of family, education, farmers experience, 

annual income, land holding, crop pattern, irrigation 

facilities, power of farm, extension contacts, exposure 

towards mass media, information compulsive behaviour, 

economic motive, inventive proclivity, decision-making 
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ability, scientific orientation, farmer perception and interest 

towards RE adoption. (Solar PV systems) 

Table 1: Correlation Analysis between attributes of Farmer and Interest of 

farmers towards SA  

Notation Independent 

variable  

‘r’ value  

X1  Respondents Age  -0.284** 
X2  Gender  0.087NS 

X3  Size of the family  0.062NS 

X4  Education  0.317** 
X5  Farmers experience  0.073NS 

X6  Annual Income 0.381** 

X7  Land Holding 0.234** 
X8  Crop pattern  0.112NS 

X9  Irrigation facilities  0.173* 

X10  Power of Farm  0.088NS 
X11  Extension contacts  0.566** 

X12  Exposure towards 

mass media 

0.351** 

X13  Information 

compulsive 
behaviour  

0.287**  

X14  Economic motive 0.452**  

X15  Inventive proclivity  0.297**  
X16  Decision making 

capability  

0.378**  

X17  Scientific 
orientation  

0.446**  

X18  Perception of 

farmers toward SA 

0.253**  

* Correlation is significant at the 0.05 level, ** Correlation is significant at 

the 0.01 level, NS = Non-significant 

Source: Primary data Collected, output from SPSS 

Table 1 shows a significant negative connection between Age 

and RE usage Interest. Gender and family size had no 

statistically significant link with RE usage Interest. The use 

of RE was found to have a positive link with education level. 

Farming experience has no statistically significant link with 

RE utilization. The association between annual income and 

RE usage Interest was positively significant. Land ownership 

had an extremely positive and significant association with RE 

usage Interest. Cropping pattern and farm power showed no 

link with RE usage Interest. At a 5% probability level, 

irrigation facilities were substantially linked with RE 

consumption. Extension contact, mass media exposure, 

economic incentive and inventive proneness were all 

positively associated with RE usage Interest. The usage 

Interest of RE was positively associated with information-

seeking behaviour. The usage Interest of RE was 

substantially connected with decision-making ability, 

scientific approach, and farmer impression of RE adoption. 

For variables like education, annual income, land holding, 

irrigation facilities, extensive contacts, exposure towards 

mass media, information-seeking behaviour, economic 

motivation, innovation proneness, decision-making 

capability, scientific orientation, and perception of farmers, 

H1 gets accepted. 

Hypothesis: 

H2- There is a positive relationship between variables like 

economic problems, technical problems, contractual 

problems, Lack of information towards RE adoption. (Solar 

PV systems) 

Fig 1: PLS-SEM extract from Primary data Collected 

Table 2: Path analysis: 

Original 

sample 

Sample 

mean 

Standard 

deviation 

T 

statistics 

P 

values 

Contractual 
problem 

-0.005 =0.008 0.026 0.180 0.857 

Economic 

problems 

0.396 0.397 0.085 4.658 0.000 

Technical 
problems 

0.563 0.556 0.078 7.209 0.000 

Information 

Problems 

0.101 0.091 0.059 1.695 0.000 

Source: PLS-SEM extract from Primary data Collected 

From table 2 based on the P value it was found that the 

significant challenges faced by farmers were economic 

problems like lack of capital, investment risk, cost 

maintenance, strength of financial systems, technical 

problems in the form of planning the system, integration of 

farm, constraints in network, creativity, information 

problems in the form of trust issue, low level social 

acceptability, New technology, financial strength of the 

system. These problems significant impact farmers towards 

RE adoption. Hence H2 gets accepted for these factors. While 

contractual problems like expectations, problem solving 

technique does not impact much on RE adoption among 

farmers.  
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IV. LIMITATIONS AND RECOMMENDATIONS:

This study is limited only to farmers in delta districts of Tamil 

Nadu and tries to access only the farmer's attributes and 

Knowledge towards Renewable energy adoption. For future 

researchers, the recommendation is that they can concentrate 

on taking this study all over India and assess other factors 

they consider extracting from farmers important for their 

research. 

V. CONCLUSION:

This study was mainly carried out to find the essential 

attributes and Knowledge of farmers that lead to RE adoption. 

This study is limited only to farmers in delta districts of Tamil 

Nadu and tries to access only the farmer's attributes and 

Knowledge towards Smart Agriculture adoption. It was 

found variables like education, annual income, land holding, 

irrigation facilities, extensive contacts, exposure towards 

mass media, information-compulsive behaviour, economic 

motive, inventive proclivity, decision-making capability, 

scientific orientation, and perception of farmers have a 

positive relationship towards farmers interest towards RE 

adoption. Economic factors, technical factors, information 

factor ware the major challenges faced by farmers in adopting 

RE practices. Improving farmers' condition not only benefit 

the Farmer but it contributes to the overall country's growth. 
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Abstract 

The world today is looking for an 

environment friendly and a sustainable 

economic system. Companies across the 

globe are attempting to bring in the SDGs 

in their processes and thereby become in the 

process streamlined and more efficient. 

Today systems engineering and systems 

design principles are adopted to become 

competitive and make their product 

development processes more cost effective 

and sustainable. 

The study examines the case of an 

enterprise namely Blue Kei which was 

started during the Covid 19 pandemic 

which is a knowledge partner to companies 

from different sectors and sees how it 

contributes to sustainability through their 
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services which are based on systems 

engineering and systems design. The study 

also sees how the venture managed to be 

profitable despite the corona lockdown. 

Keywords: 

Systems engineering, Systems Design, 

streamlining of manufacturing process, 

cost effective, efficient, sustainability 

Introduction 

 In the day to day functioning of businesses, 

leaders have to take many decisions both 

strategic as well as tactical. From time to 

time, external and internal disturbances 

have an impact on these decisions and 

organizations usually respond to them by 

adjusting business processes. Some of the 

factors influencing these decisions could be 

government policy around labour laws, 

implementation of emission norms, change 

in product demand cycle, etc. Sometimes 

crises like the corona pandemic can result 

for some time in a total closure of 

businesses. It has created uncertainty and a 

very volatile for businesses to re-start their 

operations. Leaders have to empower 

themselves to tackle such situations and to 

keep the business going. Organizations are 

learning to respond to such shocks by going 

beyond things like balanced sheets and 

looking at the big picture and the entire 

ecosystem of operations. This big picture 

can be visualized with the help of different 

Systems Thinking methodologies. By using 

these Systems Thinking methodologies, 

business leaders achieve- deeper insights 

that help them rebuild resilient operations, 

create a dynamic roadmap for the future and 

thus unparalyze decision making. These 

methodologies promote sustainability. 

Business or Corporate Sustainability to 

growing productivity along with the 

reduction of consumed resources without 

reducing the quality and efficiency of a 

commodity or service, or profitability. 

Business feasibility is usually called the 

triple bottom line (3BL) consisting of three 

critical aspects namely, financial (profit), 

social (people) and environmental (planet) 

(Elkington, J, 1997). 

Literature Review 

The 21st C has brought out more clearly the 

difficulties faced by every industry to get 

products to market. The Corona pandemic 

has made these difficulties even more 

acute, But, at the same time, history shows 

that pandemics and similar crises can be 

catalysts for major social and economic 

transformations. Overcoming the mal 

effects of a pandemic, however, requires 
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fast innovation, optimized speed-to-

market and scalability. 

The present century is now accepted as the 

age of digitalization. This digitalization 

involves networked intelligence. Today 

information is very easily available, in the 

required framework, whenever one needs it 

on account of which organizations are 

acquiring new capacities to re-structure 

business functions that result in quicker and 

more accurate service delivery. 

During the entire span of a product or 

service, an extensive system thinking 

method focusses on not just the intricate 

commodity and its various subsystems but 

also the bigger systems of which it is a part. 

When it comes to the systems level, the 

ones who use it, the surroundings, other 

commodities, and procedures have an effect 

on a product during its entire lifespan. 

Organizations who prepare taking into 

consideration these points, do extremely 

well in their procedure. They thus 

implement “sustainable operations 

management”, which involves the 

integration of benefit and efficacy with the 

organization’s stakeholders and the 

consequent effects on the environment 

(Kleindorfer, P.R.,2005). 

Manufacturers today wish to acquire a 

competitive edge and so want to 

successfully reduce the expenses in their 

cycle of developing the commodity, 

especially in the case of the development of 

a new commodity. But usually the cost of 

production (which includes the expenses of 

labour, of material, and of processing cycle 

in production process) almost comes to the 

basic acceptable level. So, companies are 

always on the lookout for new ways of 

curbing cost by increasing the efficiency of 

design and bringing down waste in design. 

Most companies experience waste not so 

much on the assembly line as in the 

engineering department. Waste in 

aerospace and defence product 

development programmes is around 60–

90% of the charged time, with about 60% 

of all tasks being idle at any given time 

(Oppenheim, 2004). 

In product design, future-proofing 

focusses on designing a product to with a 

view to minimize technical obsolescence 

and other impacts of future risks. This 

exercise is done by product designers in 

every industry, where there is a need to 

have a broader point of view and take into 

consideration everything from electronic 

component and material availability, new 

technologies and techniques, cross-

industry learnings, future regulatory 

compliance needs and sustainability goals. 

Product design is a very complex and 

unique process (Panchal et al, 2009). In 
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product design, future-proofing involves 

designing a product to reduce to a 

minimum technical obsolescence and 

other effects of future risks. This exercise 

is now very important for product 

designers in every industry, who need to 

have a broader view point and take into 

consideration everything from electronic 

component and material availability, novel 

technologies and techniques, cross-

industry learnings, future regulatory 

compliance needs and sustainability goals. 

Design teams are capable of changing 

variables and observing outcomes more 

quickly than they could with just a physical 

prototype by just preparing a real-time 

digital twin—or virtual representation—of 

the entire manufacturing process. This 

reduces costs and schedules, makes the 

most effective use of processes, and allows 

one to iterate on designs more effectively 

and efficiently. 

The use of Systems Thinking tenets in 

Systems Engineering is synergistic, that 

results in better systems, products, and 

designs. Systems Thinking is a set of tools 

(Monat, J.P.; Gannon, T.F. 2015) that 

accepts that the equations between system 

components and between the components 

and the surroundings are equally crucial (in 

terms of system behavior) as the 

components themselves. 

Systems Engineering is an interdisciplinary 

approach and a method of enabling the 

evolution of successful systems. It 

concentrates on spelling out customer 

requirements and required functionality at 

an early stage in the development cycle, 

putting on record needs, and then going on 

to design, synthesis, validation, 

deployment, maintenance, evolution and 

eventual disposal of a system. Systems 

Engineering synthesizes a varied set of 

engineering disciplines into a team effort, 

which uses a planned manufacturing 

process that proceeds from an initial 

concept to production and operation of a 

system. It factors in both the business and 

technical needs of all customers in order to 

provide a quality product that meets all 

users’ needs (Kossiakoff, A et al 2011). It is 

an ecological approach that integrates the 

design, production, and consumption of 

products in order to minimize the use of 

resources. It proposes a different approach 

that concentrates on the flows of matter and 

energy in the industrial system and how a 

more environment friendly and efficient 

way of manufacturing products and 

services could be designed (National 

Academies of Sciences, Engineering, and 

Medicine. 1996). Systems Thinking and 

Systems Engineering are interconnected, 

and when Systems Thinking Principles are 

applied to Systems Engineering, the results 

are superior systems (Lawson, 2010). 
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Research Objective 

The researchers wish to study how 

entrepreneurs use technology to offer 

solutions to companies in order to help 

them develop product processes that are 

lean, efficient, cost effective, and 

sustainable in order to overcome problems 

created by crisis time like the Covid 19 

lockdown. 

Research Methodology 

The researchers interviewed an 

entrepreneur who started a venture namely 

BlueKei Solutions Pvt. Ltd, to help 

business leaders solve specific operational 

or engineering issues, incorporate emerging 

technologies and acquire operational 

excellence through implementation of 

digital engineering methods. They also did 

secondary research from research articles in 

reputed research journals. 

Findings 

BlueKei Solutions Pvt. Ltd. 

Technology can have a crucial role in 

coming up with lean and efficient 

processes. It can guide you in reducing or 

removing duplications and delays in the 

workflow, as well as enable you speed up 

by automating specific tasks. 

BlueKei Solutions presents novel 

approaches to empower decision makers, 

transform businesses in technology 

adoption and integration in complex 

environments. It is a Pune based 

consultancy company that specializes in 

establishing Digital Engineering practices 

in organizations through Systems 

Engineering methodologies following 

Systems Thinking approach. It also 

conducts capability development programs 

in order to sensitize companies.  

The company is based on the B2B and B2G 

business model. The Core Team consists of 

the two founders namely Ms Stueti Gupta 

and Mr. Ajit Mutalik. It was incorporated in 

May 2020. In Oct. 2020, the company hired 

a Technical Director. In the same month, 

the venture entered into a business 

partnership with Equilibrant Force, South 

Asia. In December, the enterprise got its 

first successful business contract and it 

started generating revenue. In May 2021, 

the venture acquired its first international 

client. 

The venture’s client segment covers 

companies in aerospace and defence, 

automotive, mobility and transportation, 

and Space Tech. Its target audience 

includes small, medium as well as large 

enterprises. Its clients are in India and in 

Asia Pacific areas. 
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The Genesis of the Venture 

Ms Stueti Gupta, an ME in Design 

Engineering from Birla Institute of 

Technology and Science (BITS), Pilani and 

an MS in mechanical engineering from 

Cornell University (US) as also a certificate 

holder in Systems Design and Management 

from Massachusetts Institute of 

Technology (US) worked for many years 

with a well-known manufacturing company 

in India. The corona virus pandemic which 

resulted in a shutdown of all manufacturing 

units made her think of starting her own 

venture. In her work, she used to utilize 

visual and mechanical models to project 

how a product will look three to four years 

down the line. She could also consequently 

predict how a function will behave. She had 

worked in aerospace industry earlier where 

many managers wished to adopt the digital 

way of functioning. She therefore 

collaborated with her mentor Mr Ajit 

Mutalick to start in March 2020 the venture. 

Though it was started in the midst of the 

pandemic, the venture survived. 

Strategizing for Success 

The founders quickly identified systems 

industry space senior people and networked 

with them in order to get mentoring. This 

activity helped them to fine tune their 

business pitch. They persistently talked to 

venture capitalists and this paid off. In 

December 2020, they got the first proper 

training project from Bosch and in January 

2021, they got Atlas Copco training project. 

Persistence and having mentors were the 

key to the venture’s success. Founders went 

to Bangalore and met mentors in coffee 

shops. Two of them have now become the 

venture’s business partners, one for 

Australia and one for Singapore. 

 For a long time, the venture operated 

online. From January 2022, it has started an 

office in Kharadi. It also started an office in 

Bangalore in December 2022. The Pune 

office has eleven people all from different 

engineering fields. There are three directors 

again from different engineering 

backgrounds. Industry visits are made by 

engineers every month with each engineer 

spending on an average one week with the 

client company. 

Systems engineering is not formally taught 

in India. So, the venture recruits fresh 

engineering graduates and grooms them. 

The venture is completely bootstrapped. It 

started with a capital investment of Rs One 

lakh as it was going to be only services and 

which were online. Registration costs had 

to be borne. Today the company is thirty 

percent plus profitable. 

Today, some of its clients are St. Gobains, 

DRDO, Tata Advanced, Bosch, Tata 

Motors, to name but a few. 
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How the Venture Contributes towards 

Sustainability 

The venture indirectly contributes towards 

sustainability. It understands the regulatory 

requirements for manufacturing units. It 

tailors every technique to suit each 

organization’s goals. In fact, sustainability 

is part of the whole requirement set. The 

venture does the architectural work of tying 

together the different functions together 

(like the embedded software function, the 

IT functions, etc) which reduces at an early 

stage various issues. The venture adopts 

different approaches for different 

companies like automotive, aerospace, etc. 

but the discipline adopted is the same. The 

venture first defines the process as there are 

different ISO standards all of which are not 

required everywhere. It identifies the 

interventions required to reduce risks and to 

increase efficiency. Some companies 

already have the tools. But these tools have 

to be tailored to each company’s specific 

requirements. The venture helps a company 

in this tailoring process. It is thus a 

knowledge partner to its client helping them 

improve their efficiency and attain their 

sustainability goals. 

Conclusion and Recommendations 

Organizations today need such services to 

reduce their costs, streamline their 

manufacturing processes, reduce their 

manufacturing waste, increase their 

efficiency and thereby become sustainable. 

To attain SDGs, companies need the 

services of such ventures. They should also 

invest in the trainings offered by such 

ventures. 
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Abstract. This article introduces the resources of an enterprise as a rich internal potential, which is aimed at the sustainable 

functioning of the production process. For the first time, in the form of a problem, a new enlarged methodologically 

described direction is presented, the solution of problems in which is focused on the resource provision of subsystems 

included in the complex security of an enterprise. Approaches using existing methods in the integrated security of enterprises 

are analyzed, the features of their application are considered. The rationale for choosing the Lagrange multiplier method is 

presented, with the use of which the problem statement is formed for the rational distribution of the resource intended to 

ensure the sustainable functioning and development of departmental (industry) subsystems included in the integrated 

security of the enterprise. The article presents a statement of the problem of the rational distribution of resources: material, 

economic, temporary, labor, information, the rational use of which allows the integrated security system to move to a higher 

level of development. The solution of particular problems that are part of the content of the methodologically described 

problem will make it possible to develop a methodology for the synthesis of integrated security that can adapt to various 

conditions for the operation of an enterprise (routines of daily activities, as well as threats and emergencies of a natural and 

artificial nature), which has important economic value for Russia. 

Keywords: Problem Statement, Rational Distribution, Particular Tasks, Integrated Security System, Interdisciplinary 

Approach. 

1 Introduction 

A rather long period, covered by the beginning of the 19th century and up to the present, is marked by a constant increase in 

interest in technosphere safety, the solution of problems in which requires constant improvement and development. Recently, 

the direction of fundamental, systemic and applied research in the field of analysis and management of technospheric safety, 

taking into account the accumulated experience of posing and solving this problem, has acquired a new meaning in connection 

with the transition from 2018 to a fundamentally new level of solving issues of scientific analysis , regulation, regulation and 

provision of technosphere safety and protection against emergencies in accordance with the Decrees of the President of the 

Russian Federation on the fundamentals of state policy in these areas for the period up to 2030 and beyond [1-7]. 

An analysis of the statistics of the occurrence of accidents, fires, damage to health or the death of personnel working at the 

enterprise allows us to conclude that the solution of tasks related to improving the safety of the functioning of industrial safety 

(IndS), fire safety (FS), labour protection (LP) at enterprises is of exceptional importance for the state and society, their 

solution is one of the priority areas for ensuring the national security of Russia. The introduction of a new approach to safety 

management at an enterprise requires the development of an appropriate scientific and methodological apparatus (methods, 

techniques) that allows you to manage this state [8]. It is obvious that stabilization of the situation in departmental (sectoral) 

subsystems (IndS, FS, LP) at industrial enterprises of Russia will be able to occur when, in general, for the integrated security 

(hereinafter - IS) of these enterprises, a course is chosen according to its purposeful and comprehensive development [9,15]. 

The development of the security of any enterprise is a change in the old approach to its management formed over the years 

and the introduction of such a new approach that would be based on the results of introducing innovations, advanced 

knowledge in science, and the use of new technologies [12]. The key idea in solving the problem of ensuring a quality level 

of safety at Russian oil and gas companies is directly related to the development of an integrated intersectoral approach based 

not only on scientific and technical achievements and methodological approaches in the field of reliability, safety, 

survivability functioning of physical objects [1,10, 13], but also in building adequate tools for organizational and technical 

work for the transition of IS system of industrial enterprises to a new qualitative level of development [16]. Previous studies 

indicate that the problems of providing IS system for oil and gas sector (OGS) in Russia are complex and multifaceted, their 

solution requires consideration of the interaction between industry subsystems (IndS, FS, LP), which have the properties of 

adaptation to counteract accidents and fires [11,17]. The above circumstances are characterized by a high degree of relevance, 

are directly related to the management of IS at industrial enterprises, require a detailed in-depth study of the mechanism of 

functioning of industry subsystems (IndS, FS, LP), included in the content of IS of enterprises OGS in Russia. 
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2 Methodology 

In this study, the method of analyzing and criterion of Hegel were used. Any developing management system strives to achieve 

a compromise, based on rationality, between stability and development in the course of its operation. Everything that develops 

is contradictory, and "contradiction is the criterion of truth, the absence of contradiction is the criterion of delusion" (Hegel). 

The growth in the number and technical complexity of hazardous production facilities at the enterprises of the OGS requires 

the use of various types of resource means (material, economic, temporary, labor, information, etc.) designed to ensure the 

stable functioning of the IS [4,14]. In turn, stability and development (based on rationality), used in the field of IS, are two 

extreme points of interconnectedness, since they reflect the dialectical unity of opposites, namely: 

- stability denies development, at the same time it acts as a foundation, without which it is impossible;

- development destroys stability, as it requires the introduction of a new scientific and methodological apparatus used in the

form of procedural knowledge for subsystems (IndS, FS, LP), which makes it possible to ensure the adaptation of subsystems

to counteract accidents and fires for their more stable functioning [12].

More and more attention paid to the issues of rational use of various types of resource funds intended to ensure the stable

functioning of the IS of oil and gas companies of Russia, knowledge of the characteristics related to the rational use of

resources can serve as a basis for finding the right tools to bring closer industrial enterprises of Russia to a new qualitative

state.

The article will not present the entire complex of tasks solved at the enterprise related to the distribution of the resource in

monetary or material terms, but only part of it related to the potential of the working personnel performing labor duties to

ensure departmental (sectoral) subsystems included in IS of the enterprise, where with the help of the indicated potential it

will be possible to:

- analyze the statistics of the occurrence of hazards in industry areas (Rostekhnadzor, the Ministry of Emergency Situations

of Russia, the Ministry of Labor, etc.), build a block diagram of factorial relationships between sources of occurrence and

receivers of hazards, determine the parameters of the susceptibility of these areas to influencing hazards, their initiation of

secondary influencing factors;

- to assess the reserve of reliable functioning of departmental areas included in the IS of the enterprise, which will allow the

formation of a resource for sending to those points in the first place, which have the highest risk indicators.

The structural content of the system study on the distribution of the resource intended for the IS of the enterprise is presented

on the Fig. 1.

Fig. 1. The structural content of the system study on the distribution of the resource intended for the IS of the enterprise. 

A consistent description of the block elements included in the content of the blocks (Fig. 1) will allow the development of 

methodology as a science that studies the pattern of emergence and development of methods for cognition of IS. Methodology 

as a particular system of knowledge that arises at the methodological stages of cognition is the study of methods and theories 

that arise at the corresponding stages of cognition [8]. Some of the most important points of application to the methodology 

of the IS of an enterprise as a science include the formulation of a scientific problem will be presented in this research. 
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3 Results and Conclusions 
3.1 Statement of the problem of the rational distribution of resources to ensure the IS system at the enterprises of the 

OGS of Russia in the conditions of development 

Task: to reduce accidents and fires at Russian oil and gas companies, a common limited resource is allocated equal to the 

general indicator S, which combines all resource private volumes 𝑆𝑛 in the form of targeted resource investments in

departmental (industry) subsystems (IndS, FS, LP), included in the IS enterprises (see formula 1): 

 𝑆 = ∑ 𝑆𝑛
𝑁
𝑛=1                                                                           (1) 

It is required to solve the problem: how to distribute the common resource S, allocated by the enterprise for the stable 

functioning of the IS system, in such a way among the elements of departmental (industry) subsystems (IndS, FS, LP) in order 

to obtain the greatest effect in the development of a stable system of IS functioning at the oil and gas company of Russia in 

conditions of restrictions on its total volume of resource provision (see formula 2): 

 ∑ 𝑆𝑛 < 𝑆𝑁
𝑛=1   (2) 

In order to obtain the best indicator of the development of a stable functioning IS system of OGS of Russia (P), it was 

necessary to redistribute the procedure for allocating a resource in such a way that it would be targeted to eliminate violations 

of precisely those activities on the ranked list that have a high indicator of impact on the occurrence of events (accidents and 

fires) with maximum damage. 

There is a mathematical problem of finding the largest value of the function (see formula 3): 

𝑃 = 𝐹(𝑆1, 𝑆2, … , 𝑆𝑁)  (3) 

subject to the following restrictions: 

- for the total amount of resource provision, represented by variables in the formula 4:

𝑆1 + 𝑆2 + ⋯ + 𝑆𝑁 = 𝑆     (4) 

- for allocated private volumes of resource support intended for departmental (industry) subsystems (IndS, FS, LP) in the

formula 5: 

𝑆1 > 0, 𝑆2 > 0, … , 𝑆𝑁 > 0  (5) 

Values in the form of indicators of partial volumes 𝑆1, 𝑆2, … , 𝑆𝑁, subject to the restrictions represented by expressions (4;

5), are considered as uniformly overhanging from the central point 𝑀(𝑆1, 𝑆2, … , 𝑆𝑁) weights (loads) related to indicators

private volumes 𝑆1, 𝑆2, … , 𝑆𝑁  adjacent to the side surface of the cylinder, which is shown on the Fig. 2.

Fig. 2. The Steady State Weighting Factor 

subsystems of IS of oil and gas companies of Russia. 
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The highest value of the function represented by expression (3) is located on the surface of the lines hung down, supporting 

the weights (weights), at the top of the cylinder (point 𝑀𝑘), where all coordinates except one -th are equal to zero, and the

zero coordinate  𝑆𝑘 =  𝑆. at this point of the top of the cylinder (point 𝑀𝑘) the equality (see formula 6):

𝑑𝑃 =  𝐸𝑘𝛥𝑆       (6) 

Where : 𝐸𝑘 – the significance of the contribution to the k-th industry (IndS, FS, LP), the value of which is directly

proportional to the distance (from the lowest point of the weight (load) to the point 𝑀𝑘, located at the top of the cylinder (see

Fig. 2. Thus, the largest value of the function represented by expression (3) has the tension vector in the direction of that line 

hung down, the weight (load) of which is as close as possible to the risk line. 

For the efficient use of the enterprise resource intended to provide the IS system, the application of the Lagrange multiplier 

method is justified [19-21], (see formula 7): 

𝐿(𝑆1, 𝑆2, … , 𝑆𝑁 , Ʌ) = 𝐹(𝑆1, 𝑆2, … , 𝑆𝑁 , Ʌ) + Ʌ (𝑆 − ∑ 𝑆𝑛
𝑁
𝑛=1 )   (7) 

where Ʌ – Lagrange multiplier.  

The extremum condition for expression (8) was written as formula 8: 

    {

𝜕𝐿

𝜕𝑆𝑛
=

𝜕𝐹

𝜕𝑆𝑛
(𝑆1, 𝑆2, … , 𝑆𝑁) − Ʌ) = 𝐸𝑛 − Ʌ = 0 (𝑛 = 1,2, … , 𝑁)

𝜕𝐿

𝜕𝑆𝑛
= 𝑆 − ∑ 𝑆𝑛

𝑁
𝑛=1

    (8) 

With an increase in the resource contribution - S by dS for industry subsystems (IndS, FS, LP), when the extreme point 

from the point 𝑀(𝑆1, 𝑆2, … , 𝑆𝑁) moves to the point 𝑀𝑘(𝑆1 + 𝑑𝑆1, 𝑆2 + 𝑑𝑆2, … , 𝑆𝑁 + 𝑑𝑆𝑁) (Fig. 6), the mathematical

expression is in formula 9: 

  𝑑𝑆 = ∑ 𝐸𝑛
𝑁
𝑛=1         (9) 

Where 𝐸𝑛 – the efficiency of the resource's contribution to the subsystems (IndS, FS, LP). Hence, the development of a stable

IS system functioning at an oil and gas company of Russia can be represented as formula 10: 

 𝑑𝑆 = ∑ 𝐸𝑛
𝑁
𝑛=1 𝑑𝑆𝑛 = Ʌ ∑ 𝑑𝑆𝑛

𝑁
𝑛=1 = Ʌ𝑑𝑆                                   (10)

It follows from the ratio presented by formula (10): dP=ɅdS, which confirms the meaning of using Lagrange multipliers 

(Ʌ), which is considered as the efficiency of the resource’s contribution to the development of a stable functioning IS system 

at Russian oil and gas companies. 

This leads to the conclusion that if we consider the development indicator for a stable functioning IS system of an OGS of 

Russia as one of the most important safety indicators, then based on the use of the Lagrange multiplier method, factor 

indicators (weights) that affect the occurrence of joint events (accidents and fires) can be determined as formula 11: 

 𝑃 = 𝐹(𝜆1(𝑆1), 𝜆2(𝑆2), … , 𝜆𝑁(𝑆𝑁)) = 𝐹(𝑆1, 𝑆2, … , 𝑆𝑁)       (11) 

with the help of which all causal factors affecting the state of the IS system functioning at the enterprises of the OGS of Russia 

can be obtained [6, 18]. 

4 Conclusions 
The author of the article, in order to solve the tasks, included in the content of the problem presented, guided by a 

methodology that includes in its content both previously known methods and newly proposed ones [8], tried to achieve results 

in obtaining new scientific knowledge, based on presenting the rationale for the chosen methods to obtain new results, which 

are included in the content of the developed scientific and methodological apparatus, which is understood as part of the theory 

in the form of an arsenal of procedural knowledge, the main elements of which are the methods and techniques used to solve 

scientific and practical problems [8]. 

The sequence of solving the problem presented above consists in solving particular scientific problems: 

- particular task No. 1, related to the development of models for assessing the state of the existing stable-functioning IS

system at the enterprises of the OGS of Russia; 

- particular task No. 2, related to the development of a methodology for assessing the state of the IS system at the enterprises

of the OGS of Russia. 
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Information about the content of setting and solving particular scientific problems is presented with the help of an arsenal 

of tools included in the content of the scientific and methodological apparatus used to obtain new scientific results (see Fig. 

3): 

Fig. 3. The rational model of solving particular scientific problems. 

5 Future scope 
 This article presents a theoretical justification and develops a problem statement for the rational distribution of the 

resource, to ensure the IS system at the enterprises of the OGS of Russia. To achieve this goal, it is necessary to use big arsenal 

of tools (models, methods, techniques, modern technologies, etc.) included in the content of the scientific and methodological 

apparatus, the adequacy of the use of which was confirmed when solving particular problems. 

The studies indicate that the problems of ensuring the IS of oil and gas companies of Russia are complex and multifaceted, 

the results of modern research used in the practical activities of enterprises indicate the need to develop a full arsenal of tools 

that can counteract accidents and fires at oil and gas companies of Russia. 
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Abstract— The present study examined the relationship 

between endorser image and consumer attitudes towards the 

brand in India. The study used a survey method to collect data 

from a sample of Indian consumers. The results of the study 

indicate that there is a strong relationship between endorser 

image and consumer attitudes towards the brand in India. The 

results suggest that improving the endorser image can lead to 

improved consumer attitudes towards the brand, ultimately 

leading to increased sales and profits. The study highlights the 

importance of carefully selecting endorsers who have a positive 

image and are well-liked by the target audience. The study 

results provide a foundation for future research in endorser 

image and consumer attitudes towards the brand in India. 

Overall, the study contributes to understanding the relationship 

between endorser image and consumer attitudes towards the 

brand in India. The findings have important implications for 

marketers and advertisers who use celebrity endorsements as a 

marketing tool in India. 

Keywords— Brand Attitudes, Influence of Endorser Image, 

Endorsements, Celebrity, Brand Attitude, Brand Transference 

I. INTRODUCTION 

According to Zhang (2010), the emotional bond between 
consumers and a brand is what creates brand value. One way 
to establish such a connection is through celebrity 
endorsement. When the consumer-celebrity relationship is 
emphasized during the endorsement process, it means that the 
psychological and emotional pleasure and satisfaction that 
consumers derive from using a brand endorsed by the celebrity 
is given greater importance. This could be achieved through 
the concept of para-social interaction (PSI). 

Para-social interaction is a term used to describe the one-
way connection or imaginary interaction that the audience has 
with media personalities. This psychological connection is 
closely related to consumer attachment to a celebrity endorser, 
and researchers have focused on investigating the impact of 
para-social interaction on the effectiveness of persuasion. 
Studies have found that source attractiveness and expertise are 
two crucial factors that influence the efficacy of celebrity 
endorsements and the intensity of consumer-celebrity PSI 
during the endorsement process. Nonetheless, it remains 
unclear whether celebrity characteristics, such as 
attractiveness and expertise, are sufficient to positively 
influence consumers' attitudes toward the brand endorsed by 
the celebrity. This question is critical because it raises the 
issue of whether attractive or professional features in the 
celebrity's image directly stimulate consumers to form a 
favorable impression of the endorsed brand, or whether other 

intermediate factors are necessary to link the celebrity's image 
with consumers' brand attitudes. Researchers and marketers 
should take into account consumers' desire for cognitive and 
emotional interactions with endorsers, which are closely 
related to the source characteristics of the celebrity endorser. 

Producers often employ advertisement as a highly 
successful method to persuade consumers to buy their 
products. Advertising is disseminated to individuals in various 
locations, including through mediums such as radio, 
television, newspapers, magazines, billboards, shops, and 
public building walls. Advertising aims to create product 
awareness among consumers and influence their perceptions, 
whether positively or negatively. The purchasing decisions 
made by consumers are heavily influenced by their perception 
of the product's quality and the degree of awareness generated 
by the advertisement. 

In present times, manufacturers of diverse brands are 
willing to invest substantial sums of capital to associate their 
merchandise with distinguished celebrities, as they are of the 
opinion that the celebrity's public persona and standing will 
attract the viewers' attention towards their products and 
services, and thereby enhance their brand image by leveraging 
the celebrity's positive reputation. 

To develop a brand's reputation and worth, the 
endorsement of celebrities is a highly effective strategy that 
can be employed. While selecting an appropriate personality 
for celebrity endorsement may be relatively straightforward, 
the crucial challenge lies in establishing a strong association 
or bond between the endorser and the brand, which can 
ultimately enhance the brand's overall image and value.  

As such, it is essential to view celebrity endorsement as a 
two-edged sword, capable of either substantially augmenting 
a company's reputation and goodwill, or, conversely, causing 
significant harm to its brand and corporate image 

II. LITERATURE REVIEW

Holmes and Redmond (2010) assert that celebrities play a 
crucial role in organizing and commercializing the 
representations, discourses, ideologies, sensations, 
impressions, and fantasies that underpin social life. According 
to Balakrishnan and Kumar (n.d.), a brand's image is critical 
in shaping consumers' perceptions. Furthermore, Alhaddad 
(2014) notes that numerous studies have been conducted to 
examine the impact of celebrity endorsement on different 
demographic groups. These findings collectively suggest that 
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celebrity endorsement is widely recognized as a potent 
mechanism for conferring special attributes upon a product or 
service that it might not possess otherwise and that the 
influence of celebrity endorsements varies across different 
segments of the population. 

Sivesan (2013) researched celebrity endorsement's 
influence on brand equity. The study concluded that celebrity 
endorsement represents a marketing tool. The investigation 
surveyed 123 participants, and the findings demonstrated a 
positive correlation between brand equity and celebrity 
endorsement.. 

Similarly, J.-S. Wang, Cheng, and Chu (2013) examined 
the association between purchase intentions and celebrity 
endorsement, investigating how the use of appealing 
statements from celebrities might amplify the impact of 
celebrity endorsement on product image. The study analyzed 
202 responses through regression analysis, revealing a 
statistically significant effect of celebrity endorsement on 
purchase intention. 

Furthermore, F. Wang and Hariandja (2016) researched 
the impact of celebrity endorsement on brand image and 
consumer purchase decisions in Indonesia, focusing on the 
Korean bakery store chain Tous Les Jours. The store hired 
Kim Soo as its brand ambassador, and the study analyzed the 
responses of 109 participants. The findings corroborate those 
of prior research, indicating that Kim Soo's role as brand 
ambassador had a discernible impact on both brand image and 
purchase behavior. 

Moreover, Bhatt, Jayswal, and Patel (2016) conducted 
research into the influence of celebrity source credibility on 
consumer perceptions of advertisements and brands. The 
study specifically examined three attributes of a celebrity—
namely, trustworthiness, attractiveness, and expertise—and 
their impact on advertising and brand-related outcomes. 

A Chinese study carried out by Chan, Leung Ng, and Luk 
(2013) examined the effect of celebrity endorsement on brand 
image. This study used a focused group approach and 
conducted interviews with participants aged 13 to 19 years 
old. The results were consistent with those of previous 
research, indicating that celebrity endorsement was effective 
in creating brand awareness by leveraging different attributes 
such as attractiveness and humor. 

Research on celebrity endorsement in Central Gujarat has 
yielded several studies, including Malik et al. (2013) who 
explored the relationship between brand image and 
advertisement effectiveness in Gujranwala. The study found 
that brand image had a positive impact on purchase intention, 
as 175 respondents showed a tendency to be influenced by 
brand image when making buying decisions.  

Similarly, Ahmed, Seedani, Ahuja, & Paryani (2015) 
conducted research on the influence of celebrity endorsement 
on buying decisions in Central Gujarat, with 200 students 
participating as respondents. The results indicated that 
advertisements endorsed by celebrities were more attractive 
than non-endorsed advertisements and that celebrity attributes 
had a significant impact on brand perception and buying 
behaviour. 

III. RESEARCH METHODOLOGY

The research utilized a quantitative methodology by 
developing a survey to measure celebrity endorsement based 
on the definition given by Roobina Ohanian (1990). 

The study was carried out in Central Gujarat using an 
online survey due to its cost and time effectiveness. The data 
collection process was randomized, and the survey was 
designed to avoid any hesitation or mistrust from the 
respondents. The study obtained 266 responses, which were 
analyzed using SPSS and EViews tools. Regression analysis 
was performed to analyze the data, and factor analysis was 
conducted to test the scale's reliability. 

A. Research Design

The study employed a survey research design, where data 
was collected through self-administered questionnaires. The 
survey was administered online to a sample of consumers who 
had previously purchased a product endorsed by a celebrity. 

B. Sample Selection
The sample for this study was selected using convenience

sampling, where participants were recruited from online 
forums and social media platforms. The sample consisted of 
500 consumers who had purchased a product endorsed by a 
celebrity in the past six months. 

C. Data Collection
Data was collected through self-administered 

questionnaires that were designed to measure the endorser 
image and consumer attitudes towards the brand. The 
questionnaires consisted of a combination of closed-ended 
and open-ended questions, and were pre-tested for reliability 
and validity. 

D. Data Analysis
The collected data was analyzed using descriptive

statistics, correlation analysis, and regression analysis. 
Descriptive statistics were used to summarize the 
demographic characteristics of the sample, and to describe the 
endorser image and consumer attitudes towards the brand. 
Correlation analysis was used to examine the relationship 
between endorser image and consumer attitudes towards the 
brand. Regression analysis was used to test the hypothesis that 
endorser image has a significant impact on consumer attitudes 
towards the brand. 

E. The variable Structure

Roobina Ohanian (1990) defined celebrity endorsement in

terms of various attributes such as expertise, physical 

attractiveness, and trustworthiness. On the other hand, brand 

image is characterized by factors like trustworthiness, 

attractiveness, uniqueness, value, and relevance. Purchase 

intention, on the other hand, is influenced by various factors 

such as product quality, price, brand name, packaging, and 

advertising. In the present study, we have evaluated purchase 

intention concerning celebrity endorsement in terms of 

various factors such as intention to search, quality, price, 

innovation, and the impact of celebrity behavior. 
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Fig. 1. Demonstrating the impact of celebrity endorsement on                          

brand image and purchase intention 

IV. RESEARCH DESIGN

A. Type of Research Design

The research will be carried out using quantitative

(descriptive) and qualitative research designs. 

B. Source of Data

For precise identification of pertinent issues, both the

secondary as well as primary research will be carried out. 

Secondary data sources will be used. Secondary data will 

comprise of journals / articles, books, internet, periodical, 

newsletters, magazines and reports from various agencies, 

newspapers and organized databases among many will form 

part of the same. 

C. Tools for Data Collection

The study is going to carryout using exploratory method

of research, data will be collected from various sources and 

analysed using preliminary statistics and descriptive statistics 

will be calculated.  

The data will be presented in the diagrams and tables. On the 

basis literature review and Expert opinions, the attempt will 

be made to predict the future of telecom sector in India. 

V. DATA ANALYSIS, INTERPRETATION AND FINDINGS

A. Reliability & Factor Analysis

Reliability of the scale is .678. Furthermore, as per test of 
KMO sampling adequacy is .789. Total variance explained by 
scale is 64.07%.  

B. Types of Celebrity Endorsed Advisement and

Customers’ Perception

The initial inquiry in this study sought to provide a 
description of the different types of celebrity endorsed 
advertisements and how customers perceive them. The 
respondents were asked to indicate which type of 
advertisement they believe suits a celebrity best. The findings 
revealed that 41% of the participants thought that celebrities 
fit best in appealing advertisements, while 31.2% of the 
respondents believed that celebrities are most suited for 
social/cultural advertisements. Descriptive analysis on the 

five types of celebrity endorsed advertisements is presented in 
Table 1. 

This pie chat represents the user count bifurcated in the 
Internet Service Providers. From this graph we can observe 
that majority of our respondents i.e., 30.23% are using Jio 
network followed by Airtel i.e., 17.05% and GTPL i.e.,9.30%. 
The ‘other’ term defines the people are using any unfamiliar 
network or using more than one networks.  

TABLE I.  DESCRIPTIVE ANALYSIS: TYPES OF ADVERTISEMENTS AND 

CELEBRITY ENDORSEMENT PREFERENCES 

Frequency Percent 

Valid Appealing 111 41.7 

Humorist 33 12.4 

Social/Cultural 83 31.2 

Religious 24 9.0 

Comparative 15 5.6 

Total 266 100.0 

C. Celebrity Endorsement and Brand Image

The study examines the relationship between

celebrity endorsement and brand image through linear 

regression analysis. The results, as shown in Table 2, indicate 

that the relationship between the two variables is not 

significant, as the p-value is 0.7716. In addition, the presence 

of heteroskedasticity in the data was tested using the Breusch-

Pagan-Godfrey test, and the p-value of chi-square (1) was 

found to be 0.7679, indicating that there is no 

heteroskedasticity in the data. 

TABLE II.  REGRESSION ANALYSIS: CELEBRITY ENDORSEMENT 

AND BRAND IMAGE 

Dependent Variable: Brand Image 

Method: Least Squares 

Sample: 1 266 

Included observations: 266 

    Variable Coefficient Std. 
Error 

t-
Statistic 

Prob. 

PA 2.971079 0.109176 27.21378 0.0000 

TW 0.009783 0.033670 0.290554 0.7716 

D. Celebrity Endorsement and Purchase

Also, the relationship between celebrity 

endorsement and purchase behavior is examined using linear 

regression analysis. The results reveal that the relationship 

between these variables is not significant, as evidenced by a 

p-value of 0.2251 (refer to Table 3). Additionally,

heteroskedasticity is tested using the Breusch-Pagan-Godfrey

test, with a chi-square p-value of 0.06 indicating that the data

is homoscedastic.
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TABLE III.  REGRESSION ANALYSIS: CELEBRITY ENDORSEMENT AND 

PURCHASE INTENTION 

Dependent Variable: Purchase Intention 

Method: Least Squares 

Sample: 1 266 

Included observations: 266 

Variable Coefficient Std. Error t-Statistic Prob
. 

C 3.038140 0.107017 28.38939 0.00
00 

CE -0.040133 0.033005 -1.215979 0.2251 

VI. LIMITATION

The scope of this study is limited to Central Gujarat, as 

respondents from other areas were not included. 

Additionally, this study was not focused on a particular 

brand, while brand image and purchase intentions may differ 

across products. Hence, the findings may not be relevant for 

a specific brand. Thirdly, the responses were predominantly 

from students who may not be the primary purchasers. As a 

result, the study results may not be generalizable to the target 

audience. 

D. Assessing the Structural Model

Upon establishing the reliability and validity of the 
measurement model, the researchers proceed with the second 
step of the structural equation model analysis by examining 
the structural model. As illustrated in both Table 4 , we present 
results from a bootstrapping analysis using 4,999 resamples. 
The direct effects results indicate that endorser credibility had 
no significant effect on brand attitude (β = 0.207; ρ = .1160). 
However, brand congruency exhibited a moderately strong 
and positively significant effect on brand attitude (β = .503; ρ 
= .000), while brand attitude exhibited a strong, positive and 
significant effect on purchase intention (β = .568; ρ = .000). 
We also examined the indirect moderating effect of negative 
publicity on the effect of brand attitude on purchase intention. 
The results show that negative publicity did not significantly 
moderate the brand attitude – purchase intention path (β = 
.0408; ρ = .4677). 

TABLE IV.  TESTING THE HYPOTHESIS 

(Path Coefficients) 

β SE t-value ρ- 

value 

f2 Results 

Direct Effects 

H1: 

Endorser

Cred

ibility ->

Bran

d Attitude 

0.207 0.1316 1.5730 0.1160 0.0226 Not 

Supported 

H2:  

Brand 

Congruency -

> Brand 

Attitude 

0.503 0.1223 4.1135 0.0000 0.1335 Supported 

H3: Brand 

Attitude -> 

Purchase 

0.568 0.0531 10.6890 0.0000 0.4760 Supported 

Intention 

Indirect Effect 

(Moderation) 

 

H4: 
Interaction 
(NPxBA) -> 
Purchase 

Intention 

0.048 0.0661 0.7264 0.4677 0.0035 
Not 

Supported 

Notes: β=beta coefficient; SE=standard error;  f2= Cohen's effect 

sizes; For significance: t-value =>1.96, p-value =<0.05 

We also assessed the coefficient of determination (R2) to 
determine the percentage of variance in the outcome variable 
(endogenous) that can be explained by the predictor variables 
(exogenous). According to Figure 1, endorser credibility and 
brand congruency collectively accounted for more than 47% 
of the total variance observed in brand attitude, while brand 
attitude and negative publicity accounted for over 36% of the 
total variance observed in purchase intention.  

Furthermore, we evaluated the effect size of all the 
observed effects using Cohen's effect size (f2) estimation 
rules, which suggest that effect sizes of 0.02 and above, 0.15 
and above, and 0.35 and above are indicative of small, 
medium, and large effect sizes, respectively (Sarstedt et al., 
2017). As shown in Table 4, we observed that the effect size 
of the non-significant path - endorser credibility-brand attitude 
(f2=0.226) was small, while the effect size of the second non-
significant path - the moderating effect of negative publicity 
on the brand attitude-purchase intention path (f2=0.0035) was 
extremely small. However, for the significant paths, we found 
that the effect size of brand congruency on brand attitude 
(f2=0.1335) was mediocre, while the effect size of brand 
attitude on purchase intention (f2=0.4760) was large. Thus, 
our results provide support for hypotheses 2 and 3 but do not 
support hypotheses 1 and 4. 

VII. CONCLUSION

 The present study aimed to investigate the relationship 
between endorser image and consumer attitudes towards the 
brand in India. The results of the study indicate that there is a 
strong relationship between endorser image and consumer 
attitudes towards the brand in India. The results suggest that 
improving endorser image can lead to improved consumer 
attitudes towards the brand and can ultimately lead to 
increased sales and profits. 

The study highlights the importance of carefully selecting 
endorsers who have a positive image and are well-liked by the 
target audience. The results of the study provide a foundation 
for future research in the area of endorser image and consumer 
attitudes towards the brand in India. Future research could 
examine the causal relationship between endorser image and 
consumer attitudes towards the brand and the impact of 
endorser image on consumer attitudes towards the brand in 
different regions of India and across different demographic 
groups. 

The study's descriptive statistics revealed that appealing 
advertisements with celebrities are preferred by people, 
particularly national heroes and film stars. Therefore, 
companies should consider these types of celebrities for their 
appealing advertisements. The null hypotheses A and B were 
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not rejected, indicating that there is no significant impact of 
celebrity endorsement on brand image and purchase behavior. 
This implies that various other factors, such as technology, 
quality, user-friendliness, and price, should be taken into 
consideration by companies to boost sales and overcome these 
challenges instead of solely relying on celebrity endorsements 
in their advertising.  

The study also confirmed that customers today are 
knowledgeable and discerning about product attributes. In 
addition, the results supported previous studies, showing that 
brand image has a positive and significant effect on purchase 
intentions. Companies should therefore strive to maintain a 
positive brand image to increase sales and attract customers. 

For many years, companies worldwide have made 
substantial investments in using endorsers in their marketing 
activities. Although there is evidence that this approach can 
result in significant returns on investment for organizations, it 
is also evident that it can cause significant harm to a 
company's reputation in cases where the endorser is found to 
have engaged in negative or even antisocial behavior. 

Overall, the results of the study contribute to the 
understanding of the relationship between endorser image and 
consumer attitudes towards the brand in India. The findings 
have important implications for marketers and advertisers 
who use celebrity endorsements as a marketing tool in India.  

VIII. IMPLICATION FOR FURTHER RESEARCH 

Celebrity endorsement in Instagram is interesting area to 
explore, more research on consumers’ perception could be 
done to pursue more understanding on company perspective 
and celebrity perspective. More research on advertising cost 
on single product endorsement vs multiple product 
endorsement is fascinating topic to be explore. 
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Abstract—Artificial intelligence (AI) is today used in a broad 

variety of systems, some of which are employed in self driving 

vehicles, airplanes, hospitals, and even banking. The 

performance of AI systems should match or exceed that of 

humans. However, how can we reassure the public that these 

systems will not cause damage, given the seriousness of the 

repercussions that would result from their failure or the 

possibility of error or unfairness in the judgments that they 

make? That, despite thorough acceptance testing before to 

release, an autonomous automobile does not crash, or that an 

intelligent credit scoring system does not reflect bias. In this 

study, we investigate the linked concepts of AI trust, 

explainability, and bias and their application to mission-critical 

systems. Additionally, we aim to connect the three elements in 

the context of autonomous systems and driverless cars to build 

an intelligent transportation system that is reliable, accessible, 

autonomous, transparent, and user interpretable. This model 

will be called the Trustworthy Un-Biased Explainable 

Autonomous Vehicle, or TUBE-AV. 

Keywords—artificial intelligence (AI), trust, explainability, 

bias, AI ethics, autonomous systems, explainable AI (XAI), 

interpretability, predictive modeling. 

I. INTRODUCTION

Imagine that you are walking down a sidewalk and you are 
about to reach a junction. It is indicated by a flashing sign 
indicating pedestrians are allowed to cross the street. You can't 
cross the street without depending on the drivers of the cars 
around you to obey the rules of the road. Whether they are on 
the road with self-driving vehicles or inside buildings with 
robots that aid people get out in the event of an emergency, 
humans are influenced by robots in the way that they make 
choices. Nevertheless, it is arguable if confidence in the 
technology is warranted, especially when it may mean the 
difference between life and death. The function of human-
robot trust, as well as the biases [11] that come along with it, 
must be carefully examined as the amount of interaction 
between humans and robots increases. The degree to which 
one anticipates that an autonomous system will perform its 
functions in the manner for which it was designed is a good 
indicator of the amount of confidence one has in that system. 
Some people believe that the system "may pass the Turing 
test," which indicates that it has qualities that are like those of 
humans [13]. If, for example, vehicles capable of driving 
themselves were involved in the same number of collisions as 
vehicles driven by humans, the manufacturer of such vehicles 
would very certainly go out of business. intelligence. Because 
of this, we predict an increase in the demand to guarantee that 
self-driving systems would perform much better than 
individuals. For instance, if the incidence of accidents using 

autonomous cars was comparable to the rate of accidents 
involving human drivers, the relevant carmaker would 
probably go out of business. The questions about tort and 
responsibility are just as challenging as the technical ones. 
Several trust factors exist, and these factors are a superset of 
the foundational components of AI ethics [26]. These 
characteristics include availability, usability, explainability, 
confidentiality, security, and privacy. 

According to the goal of artificial intelligence (AI) ethics, 
trust building is an iterative process that must begin before the 
system is used and continue throughout its lifecycle. 
Therefore, we're on the lookout for an AI system development 
and assurance approach that can win users' confidence from 
the get-go and keep it up over the long haul. Studies have 
shown that people trust robots in the same way they trust other 
people. Because of this, there is a fear that people might not 
understand or overestimate the risk of giving a robot the power 
to make decisions for them. Inappropriate calibration of 
confidence in intelligent beings is a severe concern, and when 
combined with prejudice, the potential for damage is 
considerably increased. The tendency to allow one's views and 
actions to be influenced, sometimes unconsciously, by one's 
preconceived notions or prejudices about other people is what 
we mean when we talk about bias.  

For example, if a crash can't be avoided, the algorithm in 
a self-driving car may be more likely to help a younger 
pedestrian than an older one. It's true that prejudice isn't 
always an issue, but it often leads to injustice and other 
unfavourable outcomes. The ethical dilemma of algorithmic 
bias is becoming more important in the field of AI and 
robotics. Our gender, race, and age-based preconceptions may 
color our interactions with social robots. When these 
algorithms attempt to identify people with darker skin tones or 
with different accents, for instance, their accuracy varies, as 
studies have demonstrated. It may be argued that the odd slip-
up by a customer care chatbot is unlikely to have serious 
consequences.  

However, the risks may increase when working with 
chatbots for medical transcription [19] or border surveillance 
software. A growing number of organizations, including those 
inside government, are discussing how much they will depend 

Fig. 1. Visual explanatory process in an autonomous vehicle 
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on computers. However, the reality might be skewed by the 
inherent biases of the technology. 

II. MOTIVATION

Despite the abundance of research on transparent and 
interpretable machine learning models, delivering 
explanations to technical users remains a crucial research 
topic. The exhaustive studies on explainable artificial 
intelligence [27] give an overview of machine learning, data 
analytics and visualization, research problems, and future 
perspectives for explainable deep learning. The study employs 
two techniques for image classification utilizing explainable 
deep learning, the first of which explains sensitivity regarding 
changes in input factors and the second of which decomposes 
the choice into its significant input components. In addition, 
intriguing comprehensive research on XAI comprehension [4] 
may be roughly categorized into three classes: understanding, 
diagnosing, and refining. In addition, it provides instances 
pertinent to the current state of the art and forthcoming 
prospects. The DARPA project [13] includes literature on the 
rationale and status of work connected to fundamental idea 
and application examples in the fields of legal assistance, 
military finance, transportation, medical, and security, for 
instance. The explainable machine learning system has been 
investigated for a variety of applications, including plant stress 
phenotyping and heat recycler failure detection in air handling 
unit. 

However, the present efforts of academics face 
unprecedented challenges, as the standard machine learning 
models are less interpretable and more complicated, and AI is 
employed for the bulk of activities. In addition, the 
introduction of agents has increased the application of AI in 
autonomous decision-making. Consequently, there is little 
question that agent autonomy will continue gaining 
prominence in the future with more stimulating work. The 
capacity of an agent to plan and act independently toward a 
goal is defined by the agent's actions, the times at which it may 
do activities [8], and the effects of these actions. An 
explainable agent that can understand the action's 
preconditions and then undertake prior planning defines the 
progression. Consequently, an agent conducts both 
exploratory and goal-directed activities, which raises research 
challenges about the regulation of exploratory and goal-
directed actions as well as the explanation of agent behavior 
to any technical user. The influence of virtual agents on XAI 
is investigated based on the confidence in autonomous 
intelligent systems. For determining the applicability of trust 
in autonomous agents, user research is done using a 
straightforward bank loan application. We can infer thereby 
that an interactive application design that integrates virtual 
agents with XAI increases the user's confidence in 
autonomous intelligent agents. The purpose of explanation is 
to investigate questions such as “how does the system 
function, how simple is it to comprehend, what is its function, 
can the user rely on the system, and can the system explain its 
judgments” [9] to the user? 

The proposed study seeks to answer the following 
question: if an AI system that describes its operation is 
provided to a user, what are the methods for determining if it 
works or not, how correctly it operates, and whether the user 
may get a practical grasp of the system? The purpose of this 
article is to assess the confidence of end-users in 
comprehending machine learning recommendations with and 

without explanations, as well as the efficacy of human-agent 
decision making in reducing bias. 

III. IMPACT OF EXPLANABLE AI (XAI)

The need for explainability of AI models has been 
essential in different industries, and sectors, and here we have 
conducted a brief background study in the domains of finance, 
legal, military and healthcare. 

A. XAI in Finance

The use of AI technology in financial services could have
several benefits, such as improving wealth management, 
giving people access to investment advice, and improving 
customer service. Even so, questions have been raised about 
data security and fair funding considering these technologies. 
In fact, there are a lot of rules about the financial industry, and 
loan providers are required by law to make decisions that are 
moral [18]. It is also more difficult to provide borrowers with 
the requisite "reason code," indicating why they were denied 
credit, when AI-based systems are used in credit scoring and 
models. This is a key downside of using AI-based systems in 
credit scoring and models. Even more so when the decision to 
reject is based on the results of a strange algorithm for 
machine learning. Some credit reporting agencies, like 
Equifax and Experian, are now working on promising 
research projects with the goal of creating automated reason 
codes and making AI-based credit score decisions more 
auditable and explainable [1]. 

B. XAI in Law

In the field of criminal justice, AI can make it easier to
figure out how likely someone is to break the law again and 
cut costs related to both crime and jail. But when we use a 
criminal decision model to predict the likelihood of a criminal 
coming back to court, we must make sure that the model is 
fair, honest, and doesn't favor anyone. In Loomis v. 
Wisconsin, the lawsuit asked why Mr. Loomis's prison 
sentence was based on proprietary, closed-source risk 
assessment software. The lawsuit claimed that the program 
Correctional Offender Management Programming for 
Alternative Sanctions (COMPAS) breaches the right to due 
process by considering gender and ethnicity. The employed 
algorithms were regarded as trade secrets, and the judge was 
unclear about the causal audit procedure. Transparency in the 
production of a judgment is required in this critical subject, 
but relatively few efforts have been made to make automated 
legal system decision-making transparent. 

C. XAI in Military operations

The fact that the problem of explainability in AI also
hinders the employment of AI in military settings should not 
come as a surprise to anybody. When it comes to life and 
death, there are moral and legal questions that are like those 
that come up in the healthcare field. The ambitious XAI 
project run by DAPRA is just one example of how important 
academic AI research is in this application domain. Other 
efforts [14] have also investigated explainability in this 
application domain. In each of these areas, researchers have 
done a lot of work that proves the need for XAI.  

Despite this, these attempts are still in their early stages; 
meaningful research has not yet been carried out. Also, XAI 
could have interesting uses in a wide range of fields, such as 
cybersecurity, education, entertainment, government, and 
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image identification, among others. Employment, insurance 
and social benefits, housing, and different prices for goods and 
services are all examples of areas where automated decision-
making could cause harm [24]. However, if automated 
explanations are provided, these areas could become more 
trustworthy. 

D. XAI in Healthcare

A statistical method is said to be biased if it generates a
result that varies from the genuine underlying estimate in 
some way. Statistical bias in predictive algorithms can be 
caused by several things. Some of the most common are poor 
sampling, measurement errors in predictor variables, and 
differences in effects. For example, for many decades, the risk 
factors found in the Framingham Study have been used to 
estimate the chance of getting cardiovascular disease. On the 
other hand, participants in the first Framingham Study were 
almost entirely white and did not belong to the Hispanic 
population [11]. When the Framingham Risk Score was used 
on groups of people with similar clinical traits, the risk of a 
cardiovascular event was predicted to be 20% lower for black 
people than for white people. This means that the score may 
not be good enough for some minority groups to measure risk 
factors. Black individuals had a lower risk of a cardiovascular 
event than white individuals did. When it comes to health care, 
the term "social bias" refers to unfair care that often leads to 
bad outcomes for a certain group of patients.  

Social bias may be caused by a statistically biased 
algorithm or other human factors, such as unconscious or 
overt bias [18]. Alternatively, statistical bias may be the result 
of social bias. For instance, medical professionals might 
incorrectly discount the diagnosis of myocardial infarction in 
older women because these patients are more likely to present 
with atypical symptoms. An artificial intelligence algorithm 
that learns from historical electronic health record (EHR) data 
and current practice patterns might not suggest testing an older 
woman for cardiac ischemia. This could delay treatment that 
could save her life. It is possible that therapists are more 
inclined to accept AI that confirms existing practice, which in 
turn perpetuates latent societal prejudices. This is perhaps an 
even more concerning possibility. 

IV. THE TRUST LANDSCAPE FOR AUTONOMOUS VEHICLES

"Trust in automation" [20] is described as the belief that
an agent will assist a person in achieving their objectives in an 
unpredictable and precarious environment. They underline 
that increasing trust is only suitable when the system is 
trustworthy. In other words, one should only believe that an 
agent will assist them in achieving their objectives to the 
degree that the agent can do so. More essential than growing 
confidence in robots, as mentioned in the objective, is 
calibrating trust effectively to guarantee appropriate usage. 
Overconfidence in a system may lead to its misuse [13], 
whereas under confidence might result in its disuse. 
Therefore, while building explainable robots and evaluating 
how explanations affect trust, the objective should not be to 
enhance trust, but rather to match user trust with the system's 
actual capabilities or aims. The issue of trust being interwoven 
with prejudice is highlighted in yet another domain by the rise 
of self-driving automobiles. These cars, which are equipped 
with varying degrees of driving autonomy, are being 
introduced to market by a wide range of organizations, 
including established automotive manufacturers as well as 

startups that are new to the vehicle sector. Many people 
believe that the development of autonomous vehicle 
technology, which will increase mobility for people who have 
physical disabilities or impairments, will result in a wide range 
of potential benefits. This is since individuals with disabilities 
make up a significant percentage of the population that reports 
having difficulties accessing transportation. However, in the 
not-too-distant future, people will not just be passengers in 
self-driving vehicles. Instead, the technology will need that 
humans be prepared to take over driving activities and 
intervene during at least certain key scenarios in which the 
passengers' safety is at risk. The design of the autopilot and 
the interface that it uses assumes, at least for some kinds of 
autonomous vehicles, that the people traveling in the cars are 
paying enough attention, have sufficient time, and know how 
to respond when it is needed of them. Unfortunately, there 
have already been situations that have resulted in catastrophic 
outcomes because human drivers were not entirely prepared 
to take over the operation of an autonomous vehicle. There 
have been three known incidents in which people have been 
murdered by autonomous vehicles [17]; in one of these 
incidents, a pedestrian was killed when an autonomous car hit 
them. When people are put in a driving simulator, research in 
the field of self-driving cars has shown that they are more 
likely to give way to an automated system than to a human 
driver. 

Let us combine these results with the algorithms that are 
already present in autonomous cars and are meant to apply the 
brakes when they detect danger. The automated systems need 
to be able to discern data that is unclear or ambiguous; for 
example, should it be interpreted as noise from the sensors, 
sunlight reflecting off the road, or a young child? Again, 
choosing the most effective way to make these algorithms and 
judging the decisions that are made as a result leads to another 
part of algorithmic bias. To put it more simply, the algorithms 
could form an erroneous interpretation of a circumstance 
because the conclusion they draw is based on inaccurate or 
missing facts [22]. Computer vision algorithms are one of the 
key information sources that feed the intelligence of many 
autonomous cars. They let the system see and understand 
what's going on around it, like the road, other cars, and even 
people. But computer vision algorithms come with their own 
ideas and biases, especially when it comes to interpreting what 
they see. For instance, several different facial recognition 
algorithms have trouble recognizing non-Caucasian faces with 
the same level of precision as they do Caucasian ones [16]. 
Vision systems are also susceptible to being "duped" into 
perceiving objects that are not there. 

When we think about the fact that self-driving cars may 
one day have to make decisions that could mean life or death 
for not only the people in the cars but also pedestrians and 
other people in the area, our worries about trust and bias 
become more obvious. Making the decision-making process 
behind an autonomous car more visible and making it less of 
a "black box" is one part of the answer. Users should be able 
to make sense of the choices made by AI systems in the same 
way that robots can learn from naturally stated human 
instructions. AI systems should communicate their decisions 
in a manner that is meaningful to their users. For instance, if a 
self-driving vehicle has trouble understanding ambiguous 
data, such as a traffic light or the moon, the system might 
inform the user of its confusion in the matter. At this point in 
time, even the designers of autonomous vehicles might have 
difficulty predicting the behavior of these vehicles. In 
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addition, driving is considered a social activity since it 
includes a variety of communication signals, such as blaring 
the horn and making hand gestures, in addition to unwritten 
regulations, which might differ from nation to nation and state 
to state. Achieving the aim of transparency may require, in 
addition to being able to comprehend such signals, that 
autonomous cars have the capacity to effectively express their 
purpose to passengers and anyone else who may be on the 
road. In such a case, the use of the technology can pose an 
unacceptable amount of danger. Whether on the road, as with 
self-driving vehicles, or in buildings, as with emergency 
evacuation robots, robots are affecting human decision-
making. 

Nevertheless, it is debatable whether faith in the 
technology is merited, particularly when it involves life and 
death [17]. For instance, have the sensors of a self-driving 
automobile been trained on sufficient representative data to 
distinguish between an adult and a toddler who come out 
between two cars? As robots interact with people in more 
ways, the role of trust between humans and robots and the 
biases that are built into the technology must be carefully 
looked at. Studies have shown that people are more likely to 
trust robots in the same way they trust other people. Because 
of this, there is a fear that people might misunderstand or 
undervalue the risk of giving a robot the power to make 
decisions. For example, if a robotic medical assistant is 
supposed to give a patient a drink but cannot pick up a certain 
kind of cup, the patient may have trouble. Or, in the case of a 
self-driving car, having too much faith, thinking the car would 
stop, could kill both people inside and outside the car. 

V. RELATED WORK IN XAI

Even though the amount of work done in the field of 
interpretable and explainable AI is fast growing, there has not 
been any attempt made to conduct a comprehensive survey or 
a systematic classification of the research works that have 
been done. The research that has been done indicates that there 
are very few review publications in this area. Doshi-Velez and 
Kim’s study [8] attempted to define taxonomies and best 
practices for interpretability in the form of a "rigorous 
science." The development of a taxonomy for assessing 
interpretability is the primary contribution of this study. As a 
result of this change, the authors changed their attention to just 
one aspect of expandability: its measurement. In a study, 
researchers developed a citation network [2] after conducting 
an analysis of a substantial body of previously published 
research that could be explained, based on 289 primary 
publications and 12,412 additional papers that cited those 
primary studies. However, the primary emphasis of this study 
is on the establishment of an HCI research agenda 
inexplicability. Data mining and machine learning were two 
of the strategies that were discussed in a recent study that was 
conducted [12] to explore ways for explaining black-box 
models at a wide scale. They developed a comprehensive 
taxonomy of strategies for explainability that was organized 
according to the kind of difficulty that was encountered. 
Although the survey took holism into account in terms of 
models (it examines all black-box models), it placed an 
emphasis exclusively on the processes of interpretability, 
therefore disregarding additional explainability aspects such 
as assessment. Because of this, getting a concise 
comprehension of the explanation methods space might be 
challenging due to the thorough technical overview of the 
techniques that were surveyed. In their conference paper, 

Dosilovic presented a comprehensive overview [9] of the 
subject matter that they had been discussing. They highlighted 
the recent developments in the explainability of machine 
learning models operating within the framework of the 
supervised learning paradigm, with a specific emphasis on 
DNN. Our assessment, in contrast to other surveys that 
concentrate on certain facets of explainability, offers a 
thorough and well-organized review of XAI research 
contributions from a variety of angles. When investigating and 
revealing ways that can be explained, we strive for holistic 
thinking and clarity. 

VI. TRUST, BIAS & EXPLAINABILITY IN AV ADOPTION

There are three pillars of trustworthy AI that must be 
maintained throughout the system's existence. Even with the 
best of intentions, AI systems can cause unintended harm, it is 
imperative that any AI system be:  

(1) lawful, in that it complies with all applicable laws and
regulations, 

(2) ethical, in that it ensures adherence to ethical principles
and values, and 

(3) robust, both technically and socially.

The development of Trustworthy AI requires several 
different factors, none of which are adequate on their own. 
Each part complements the other two and, ideally, their 
functions overlap. If conflicts do occur between these 
elements, society should work to bring them into harmony. 

With multiple studies in understanding the role of trust and 
bias in artificial intelligence (AI), in healthcare, finance, legal, 
autonomous vehicles, there is no research in exploring if there 
is a joint effect of trust, bias and explainability in AI. In this 
research, we attempt to look at this triad of trust, bias and 
explainability in exploring the effect of these three aspects in 
different industries, especially autonomous systems. For the 
adoption of autonomous vehicles, the effect of bias plays a 
very pivotal role in inculcating trust among users, in which 
explainability might or might not affect the trust bias 
relationship. This is because in a ride sharing autonomous 
vehicle, the passenger might be biased against the safety of a 
driverless vehicle, which would lead to the trust factor reduced 
to a large extent, or perhaps even absent, but the passenger 
would not generally be curious to know about the machine 
learning model which the autonomous system runs on. Now 
this might change with acquaintance of the passenger with the 
technology. To avoid putting an excessive amount of faith in 
machines like robots or other computing devices, such as 
putting one's full trust in a self-driving car, for example, it may 
be necessary for people who use these intelligent agents to 
have a deeper comprehension of how the technology operates 
and the constraints that come along with it. This mitigation 
could involve the use of warnings that resonate with users, 
such as a rehabilitative robot saying ‘please contact your 
physician; injury may result if you continue’ [23]. 

As is already well known, using excessively legalistic and 
technical jargon is not a guaranteed means of ensuring that 
someone adequately comprehends the associated risks of 
using a technology. When individuals may be engaging with 
a technology that might influence their safety, it is extremely 
critical to maintain a high level of transparency and clarity in 
the aims that are being pursued. For instance, research has 
demonstrated that enabling an AI system to declare that it 
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"doesn't know" [23] in some circumstances, such as when 
knowledge is inadequate, might improve user safety in 
scenarios that are safety critical. To address the problem of 
bias, the quality of the data that is used to "train" [21] 
algorithms must be improved via the study and development 
of universally agreed norms or standards. 

For instance, Amnesty International and Access Now 
collaborated to produce a declaration known as the Toronto 
Declaration, which aims to have control over the development 
of machine-learning algorithms. It gives the broad guideline 
that when AI systems are unleashed into the public, we should 
prevent "current patterns of structural discrimination" against, 
for example, race and gender. Some businesses have 
suggested that government regulations might be necessary, 
while other professional organizations have suggested 
guidelines [15] for developers, with the goal of making sure 
that AI systems are more directly "aligned" with human well-
being and possibly the Universal Declaration of Human 
Rights. However, problems about the appropriate way 
standards for AI systems should be disseminated and policed 
remain unanswered. Explainable AI is one prospective 
technique for avoiding over-trust and prejudice. In this 
strategy, there would be some amount of openness about how 
AI makes a choice, which would be a positive step forward. 

For instance, the European Commission is lobbying for 
additional funds to be allocated toward the study of AI that 
can be explained [3]. Now, very few AI systems have been 
created to completely explain their judgments to human 
beings in a language that can be comprehended by those being 
explained to [7]. For instance, in the field of medicine, 
clinicians may have a more comprehensive foundation for 
accepting or rejecting forecasts and recommendations if they 
are provided with an explanation of the reasons behind a 
patient's chance of readmission to the hospital. In the case of 
self-driving cars, on the other hand, it is imperative that more 
attention be paid to the procedure of determining when and 
how the system should explain itself. It's possible that using 
this method will make things worse, rather than better, if a 
system only offers an explanation a fraction of a second before 
a choice is taken and then attempts to give power back to the 
user. It is possible that the installation of a comparable 
"explanation" requirement for every AI will be taken into 
consideration. If the people who create intelligent agents do 
not have a complete understanding of how their products 
work, then it is unclear how end customers will be able to 
comprehend these agents. 

VII. PROPOSING TRUSTWORTHY EXPLAINABLE UN-BIASED 

AUTONOMOUS VEHICLE (TUBE-AV)

The general population has a healthy level of skepticism 
regarding autonomous vehicles. Accidents involving 
autonomous vehicles (AVs) that spanned millions of miles 
appear to have increased people's mistrust in the capabilities 
of AVs, despite the significant advancements made in recent 
years in fields such as computer vision, intention prediction, 
and navigation. Therefore, we must strive to boost both 
confidence in and understanding of AVs. Our aim is to design 
an intelligent transportation system that is dependable and 
readily accessible, has a high level of autonomy that does not 
require input from the driver, and is completely transparent 
and interpretable about the internal operations to passengers 
or users. Such a system is that will be able to defend any of its 
decisions to outsiders who are inquisitive about them through 

the use of standard discourse, similar to how individuals could 
debate their options with one another. We will demonstrate 
how this system could interact with a passenger by providing 
a few scenarios, and the future work will comprise of 
designing a strategy for the development of such a complex 
and interconnected system. This model will be referred to as 
the Trustworthy Un-Biased Explainable Autonomous Vehicle 
(TUBE-AV). It is anticipated that autonomous vehicles will 
outperform human pilots in a number of ways. There are a 
number of potential benefits associated with autonomous 
vehicles (AVs), including a reduction in the number of 
accidents, enhanced mobility for people with disabilities, and 
lower pollution levels. The combination of autonomous 
vehicles and AI that is both transparent and explicable will 
produce a system that is not only simpler to comprehend but 
also more reliable. If we allow the use of a conversational 
approach, we can appeal to the social nature of people and 
achieve increased information transmission in accordance 
with the expectations of users.  

Functionality demonstration 

Let us imagine a passenger who relies on a TUBE-AV-
powered mobility-on-demand service to get him to and from 
work every day. This scenario will clarify why TUBE-AV is 
so potent and optimal for the task of establishing trust. Three 
distinct events occur during a single morning commute, and 
each necessitates a response from the commuting individual. 
At one point, the automobile stops abruptly, despite the fact 
that the passenger could not see anything in particular. TUBE-
AV can play a recording of a young child chasing after a ball 
directly in the direction of the moving vehicle after first 
requesting additional information. In addition, the vehicle 
may display a directional arrow pointing in the direction of the 
avoided collision to signify the need to apply the brakes. A 
short time later, the vehicle takes an unfamiliar route, 
prompting the occupant to inquire about the cause for the 
deviation. The vehicle may respond by stating that it analyzed 
traffic data and determined that the route it is taking is the 
shortest. The commuting passenger may interject and suggest 
that they would have known a better route, but the car may 
respond by stating that it detected traffic diversions there only 
an hour ago, which caused massive delays. We arrive at a 
crossroads where we are joined by two additional vehicles. 
TUBE-AV decides to turn left despite the presence of a 
vehicle approaching from the right in a priority lane. The 
passenger may inquire about TUBE-AV 's rationale for 
believing that this action was secure. Because halting on the 
road for other purposes would be illogical, TUBE-AV may 

Fig. 2. Process flowchart of trustworthy explainable unbiased AV 

following perception, planning and control paradigm. 
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clarify that the car approaching from the opposite direction 
was likely attempting a right turn and making room for the 
vehicle traveling straight. TUBE-AV should be able to make 
the left turn on time as a result. 

VIII. CONCLUSION & FUTURE WORK

The issues of prejudice and over trust are interrelated and 
potentially make each other worse; yet research that aims to 
comprehend these concerns is only just beginning to gain 
momentum. We need to establish techniques for reducing the 
possible negative impacts that robots and other intelligent 
agents have on individual humans, and we need to boost their 
ability to enhance the quality of life for everyone. These 
strategies may include setting data quality standards for robots 
and encouraging knowledge from a wider range of disciplines 
to be involved in design teams. Additionally, these techniques 
may include a blend of the strategies. As consumers and 
creators of robotic technology, we have a responsibility to be 
more proactive in identifying ethical dilemmas that may arise 
because of the design routes that we follow and in calibrating 
the level of confidence that we place in the technology. 
Explainable systems are trustworthy and responsible which 
might simplify incident attribution. Attribution helps us 
comprehend accidents and exposes our systems' biases [10]. 
Explaining these characteristics may increase social 
confidence in TUBE-AV. Transparency allows consumers to 
provide TUBE-AV better input and understand its choices. 
The conversational approach lets users ask questions and 
gives us input to improve TUBE-AV, which is deemed to be 
able to explain without words. Explaining any part of the trip 
with auditory cues or visual visuals may improve fidelity and 
accessibility. This media fusion makes interactions more 
accessible and optimizes user comprehension. Explainable AI 
in AVs might also alleviate black-box model concerns [11]. 
An interpretable model [12] might simplify system 
troubleshooting, performance assessment, model comparison, 
and hyper-parameter search. TUBE-AV 's widespread use of 
AVs may also benefit from autonomous driving's efficiency. 
AVs' quicker response times [4] will reduce traffic fatalities 
and boost confidence. AVs and TUBE-AV 's multimedia 
design will make automobile travel accessible for disabled 
individuals. 
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	The Q - learning procedure has also been applied to ultramodern communication systems, as epitomized in [4]. Su etal. proposed a Q- literacy touched off" LTE- U and Wi- Fi concurrence procedure" in amulti-channel terrain, performing in effective data ...
	In [5], a multistep Q-learning procedure is proposed for multi-stage strategy valuation. The procedure has been applied to derive an optimum Q-function for a model-free 2-degree-of-freedom helicopter, and the merging conduct of the planned arran...
	A novel frequency-recycle-1 arrangement is planned in [6] using a Q-learning procedure-constructed scheme named fuzzy Q-learning scheme. This suggestion is designed to exploit the Approved Aided Admittance scheme without moving other necessities of fa...
	In [7], a Q-learning-founded spreader with voltage fluctuate alteration and receiver compensation is planned to diminish power in 2.5 reminiscence judgment addition. The Q-learning method has been presented to grow a well-organized I/Q organization sc...
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	A substitute form of the Q-learning procedure is proposed in [8] called Resonance Formal System based Q-learning technique for ideal liveliness organization. This Q-learning method has been designed to govern the energy demand in office environments t...
	In [9], an enriched procedure based on Q-learning is developed to exploit the apparent excellence in HTTP adaptive flowing for cinematic distribution. An examination has been achieved to express the scheme's process limits and hypothesis the typical p...
	In recent studies, Q-learning procedure has been applied in various domains to enhance system performance and achieve optimal solutions. For instance, in [10], a novel protocol based on Q-learning procedure has been proposed for unmanned robotic netwo...
	Another application of Q-learning procedure is in band distribution between base mode to enhance user excellence of knowledge and ethereal source operation. In [11], the entomb-operative proximal range distribution Q-Learning outline is suggested to e...
	Furthermore, a better-quality form of the Q-learning procedure is proposed to achieve better conjunction conduct than the original procedure [12]. The proposed procedure has been utilized to design a finest track following scheme for insincerely brain...
	II. Q-learning Procedure and it’s alteration
	Reinforcement learning has been an active arena of investigation for the past two decades, with Q-learning being a well-known procedure in this domain. Q-learning involves setting a learning rule for an agent in a given environment, without considerin...
	Conjunction is a critical issue in evaluating the presentation of any machine learning procedure. Researchers have spent considerable effort to improve the act of the novel Q-learning procedure. This article proposes tuning the internal parameters of ...
	III. Problem Formulation
	The Q-learning procedure is a highly effective machine learning procedure that has been extensively used in various engineering fields. It involves determining the optimal policy for a particular state by considering the immediate future state resulti...
	(1)
	Where means following state as because of deed  at state. Hence ideal rule is gritty for recognized worth of  and 𝛿.
	Here, alternative stimulating stretch is assessment function. This function is cast-off to assess the current recompense worth along with reduced prize worth in a finest style and it can be uttered as [1]:
	(2)
	So the rehabilitated form of equation 1 using equation 2 is signified by equation 3 as exposed below:
	(3)
	The precise look of Q-learning procedure is given below:
	(4)
	Where learning frequency is meant by.
	Here the standards of and  are designated in an modest style.
	IV. Projected Procedure
	The ability of an artificial intelligence agent (robot) to detect the optimal path depends entirely on its knowledge technique. In this study, we have utilized reinforcement learning as the learning technique for our agent. We have implemented both th...
	Input: Triggered the agent with coordinate of maze
	Output: Optimized path to reach the goal point with minimum movement.
	Start by inputting the maze coordinates
	Set the learning rate (α) and discount factor (γ) to their
	initial values
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	Otherwise:
	Turn the agent to the right
	Increase the count action by one
	End While
	Move the agent forward
	Increase the count action by one (1)
	If the move is successful:
	Set status to 1
	Else if the agent bumps into a wall or boundary:
	Set status to BUMP
	Else if the agent reaches the goal:
	Set status to GOAL
	End if
	If status is BUMP:
	Set the reward value to -1
	Else if status is GOAL:
	Set the reward value to 1
	Else
	Set the reward value to 0
	End if (1)
	If the visit flag is 0:
	Increase the reward value
	Set the visit flag to 1
	Else (1)
	Decrease the reward value
	End if (2)
	Update the Q-value
	End while
	Increase the number of iterations by 1
	End for
	Display the mean exploit price and conjunction chart
	End
	V. Simulation Results
	Here, we present the results obtained from simulations and hardware implementations of both the original and improved Q-learning procedures. The simulations were conducted on the MATLAB R2015a platform using a predefined web to evaluate the pres...
	For the original Q-learning procedure, we set the learning rate (α) to 0.85 and the discount factor (γ) to 0.55. The procedure was run for 100 iterations, and the resulting conjunction chart is shown in Figure 1.
	Fig. 1. Q-learning Procedure: Conjunction Comportment
	The convergence behavior of the Q-learning procedure is depicted in Fig. 1, where it can be observed that convergence occurs at the 20th iteration with 43 actions. The mean action value for the Q-learning procedure is 196.92, which represents t...
	Fig. 2 illustrates the convergence behavior of the improved Q-learning procedure, which has been computed with enhanced parametric values. The knowledge degree (α) and markdown issue (γ) values have been set to 0.89 and 0.7, respectively. In the bette...
	Fig. 2. Better-quality Q-learning Procedure: Conjunction Comportment
	The results presented in Fig. 2 demonstrate that the planned process congregates faster than the original Q-learning procedure, achieving convergence at the 12th iteration with only 24 actions and a mean actions value of 44.26. These findings recommen...
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	Fig. 3. Path Covered by the Agent under Converged Form
	All computations were performed using a predefined maze, which was represented as a square matrix where each state was described by its row and column coordinates. The maze included a starting point and a goal point (referred to as Manhattan), and act...
	The maze in Fig. 3a has the starting point at the top left corner and the goal point at the lowest right angle. Under different conditions, the agent's position and the maze status are showed successively. Fig. 3(a) depicts the agent's position at the...
	The simulated results have also been implemented in a hardware environment as exposed below. An artificial brainy mediator is cast-off to detect the acts of these procedures in controlling the movement of the agent to reach the goal. The Arduino UNO a...
	The Arduino UNO is a microcontroller that practices the ATmega328 microprocessor [12]. It has 32KB integrated memory, with 14 digital pins and 6 analog pins as input/output pins. It operates on a 5-volt DC power supply.
	The L293D motor-driver unit is functioned by the L293D IC (integrated circuit), which is a 16-pin IC that allows two DC motors to work concurrently in both onward and converse orders.
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	Fig. 4 Robot Movement based on Q-learning and Improved Q-learning procedure
	The movement of the artificial brainy mediator in the maze depicted in Fig. 4 is the same as the one shown in Fig. 3. The agent's performance was evaluated based on the time taken to ample the trajectory under crowded conditions. The results indicated...
	VI. CONCLUSION
	This paper presents an better-quality form of the Q-learning procedure by tuning its interior strictures such as the wisdom rate and recompense worth in an adaptive style, enhancing the convergence, divergence and characteristics of the procedure over...
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	The focus of our study is the use of digital payment modes mostly by the youths. After demonetization the use of digital payment modes for transferring funds have increased and during the pandemic period due to various health risks and safety measures...
	There are several factors that can influence the adoption and success of digital payment systems:
	Technology infrastructure: The availability and reliability of digital infrastructure such as internet connectivity, mobile networks, and payment gateways play a crucial role in the adoption of digital payment systems.
	Consumer behavior: Consumer preferences and behavior are also significant factors that influence digital payment systems. If consumers are accustomed to using cash or have concerns about the security of digital payments, they may be less likely to ado...
	Government policies and regulations: Government policies and regulations can have a significant impact on the adoption of digital payment systems. For example, promoting cashless transactions through tax incentives or implementing regulations that man...
	Security: Security and privacy of digital payments are critical factors that can influence their adoption. Consumers need to feel confident that their financial information is secure when using digital payment systems.
	Cost: The cost of using digital payment systems can also influence their adoption. Consumers may be reluctant to use digital payments if they perceive fees and charges to be too high compared to traditional payment methods.
	Convenience: Digital payment systems need to be convenient for users to use. If the user experience is complicated or time-consuming, users may choose to use traditional payment methods instead.
	Trust: Trust is an essential factor in the adoption of digital payment systems. Consumers need to trust the digital payment provider, the payment gateway, and the merchants who accept digital payments.
	Increased awareness: Users have increasingly started to understand the modalities of digital payments and online businesses have played a crucial role in enabling the process.
	Demonetization and the pandemic further fuelled the proliferation of electronic payments including a large chunk of the population on the journey towards digital transformation.
	In India, more than 80 million adults made their first digital merchant payment after the start of the pandemic. Thereafter, several businesses, fin-tech firms, government authorities and other institutions have consistently promoted the use of digita...
	Govt. Policies: Cashless India has been one of the Government’s flagship programs with an ambition to digitally empower the country and move towards a cashless economy. Multiple policies in the areas of technology and payment infrastructure have been ...
	Speedy and transparent transactions: When compared to traditional methods of payment, digital payments are instant and can be carried out from any location at any time. This is a huge gain for e-commerce businesses considering transactions can happen ...
	Additionally, for merchants, the dashboards offer a detailed summary of amounts credited as well as debited through the various payment sources.
	Modes of digital payment in India
	Mobile Wallet:
	A mobile wallet is a digital wallet that enables users to store, send, and receive money using their mobile phones. It is a convenient and secure way to make payments, as users can link their credit or debit cards, bank accounts, or use mobile wallet-...
	Debit and Credit Card:
	Debit cards and credit cards are payment cards that are widely used. Debit cards allow users to access their bank accounts to make purchases and withdraw cash, while credit cards allow users to borrow money up to a certain limit and pay it back later ...
	AEPS:
	AEPS stands for Aadhaar Enabled Payment System, which is a payment system in India that allows bank account holders to perform transactions using their Aadhaar card. It is a safe and east way to make transactions as it eliminates the need for physical...
	UPI:
	UPI stands for Unified Payments Interface, which is a payment system in India that allows users to transfer money between bank accounts instantly using their mobile phones. UPI is a popular payment method in India as it is fast, secure, and easy to use.
	Popular e wallets used in india
	GPay: is a digital payment app developed by Google. It allows users to give and take money, pay bills, recharge mobiles, and make purchases online. GPay is available on both Android and iOS platforms and is widely used in India. GPay offers a simple a...
	PhonePe:  is a UPI-based digital payment platform that allows users to transfer funds, pay bills, recharge mobiles, and make purchases online. It was launched in 2016 by Flipkart, an Indian e-commerce company. The app enables instant bank-to-bank tran...
	Paytm: is a digital wallet and financial services company based in India. It was launched in 2010 as a mobile recharge platform and has since grown to offer a wide range of services, including bill payments, online shopping, peer-to-peer money transfe...
	BHIM (Bharat Interface for Money) : is a digital payments app developed by the National Payments Corporation of India (NPCI) to promote digital payments in India. Launched in December 2016, BHIM allows users to send and receive money using their mobil...
	Amazon Pay: is a digital wallet and online payment system developed by Amazon.com. It allows users to pay for products and services on Amazon.com and other third-party websites and apps. Amazon Pay can also be used to send and receive money to and fro...
	PayPal : is a popular online payment system that allows individuals and businesses to send and receive payments over the internet. It was founded in 1998 and has since grown to become one of the world's leading online payment platforms.PayPal enables ...
	II. REVIEW OF LITERATURE
	In order to remove Black Money from our economy , the Narendra Modi led government had taken the step of demonetisation in the year 2016. As a result of this payments through digital modes have risen. Another reason for increased use of digital paymen...
	The study by Gupta A. and Singhal R. (2021) has shown a continuous rise in the use of digital payments over the years. In the year 2019 the use of digital payments has risen by 15% i.e before the pandemic. In the year 2020 the rise was between 15-20%a...
	Nowadays the digital payment modes are the most commonly used method of payment. With the improvement in technology and internet facilities people feel more comfortable in using these digital payment modes for their day to day transactions. The study ...
	Malusare L. (2021) this paper is based on the problems of different types of digital payment methods in all over India and its effects on the people's economy. According to Mahesh A. and Ganesh Bhat S. (2022), the use of debit/credit cards, UPI, NEFT...
	Budyastuti T. (2020) This paper has shown an increase in the digital payment modes for payment example payment through credit/debit cards, NEFT, RTGS, UPI etc, but here a new online payment procedure called the OVO application is discussed which is ba...
	Rastogi A. and Damle M. (2020) This paper has studied the trends in the growth pattern of digital payments modes in INDIA after demonetization. In the year (201-17) the number of banks adopting UPI has increased. UPI payments have seen a surge because...
	Vatsa Ratan V. (2020) this study paper seeks to understand the possible growth and direction of the digital payment methods in the fin-tech industry.Ms Singhal R(2021)  has stressed on the installment framework activities taken by both the Government ...
	Tyagi G, Jagadale H and Anute N(2022),Shree S, Pratap B, Saroy R, Dhal S. (2021) this has shown that people are more comfortable with cards and UPI, rather than APES and USSD code based payments. Digital modes are preferred for online shopping, paying...
	K. Suma Valley and Dr. K. Hema Divya(2018) has  shown that the income of the customers does not have an impact on the usage of digital payment modes. However,  Education plays an important role in technology adoption. Hence people having technical edu...
	Though there have been several studies on the digital payment modes and how consumers are using it there is a research gap in the area of perception of young consumers and their experience while using digital payments. People belonging to the younger ...
	III. Objective
	1. To understand the reason why young consumers prefer using digital payment.
	2. To find out consumer awareness and preference towards digital payments
	3. To find the factors that have influenced consumers to prefer their mode of payments and also to draw down its disadvantages.
	IV. RESEARCH METHODOLOGY
	The present study is based on the primary data collected from 124 respondents from different parts of Kolkata through a well structured  questionnaire to study the perception of the respondents about digital payment.
	Sample size: The sample size  on the research was 124.
	Sampling procedure:For the collection of primary data an online questionnaire was circulated among the people.
	V. Data Analysis and Finding
	The demographic profile of respondent in the above table shows the use of digital payment.
	Table 1:
	From the above profile of respondents we find that the majority of the respondents (87.90%) fall in the 18-24 age group. There are only a few respondents in the older age groups, with (12.1) in the 25-34 group. The majority of the respondents (61.29%)...
	Table 2: Payment method used daily
	The data suggests that the majority of the respondents (72 out of 124 that is 58.06%) use both cash and digital payment methods on a daily basis. This indicates that people are comfortable using a combination of payment methods, which reflects the inc...
	Table 3: Digital Modes Used
	The data provided shows the usage of different payment methods by respondents, categorized by age group. Among respondents aged 18-24, the majority (95 out of 109 that is 87.15%) use UPI as their preferred payment method, followed by debit and credit ...
	Table 4:  Most wide use UPI apps
	The data provided shows the usage of different digital payment apps by respondents, categorized by age group. Among respondents aged 18-24, the most popular digital payment app is GPay, used by 68 out of 109 that is 62.38%  respondents, followed by Ph...
	Table 5: Why people prefer digital payment
	The data provided shows the reasons why respondents started using digital payments, categorized by age group. Among respondents aged 18-24, the most common reason for starting to use digital payments is because it's easier to manage (57 out of 109 res...
	Table 6: shows when people switched to digital payment
	The data provided shows when respondents switched to digital payments, categorized by age group. Among respondents aged 18-24, the majority switched to digital payments in 2019 (40 out of 109 respondents that is 36.69%), followed by 2020 (30 out of 1...
	Security concerns: With digital payment, there is always a risk of fraud and hacking. Cybercriminals can steal sensitive information, such as credit card details, login credentials, and personal data, to carry out fraudulent transactions and other mal...
	Technical issues: Technical glitches, system downtime, and connectivity problems can prevent digital payment from functioning properly, causing inconvenience to users.
	Dependence on technology: Digital payment is entirely dependent on technology, and any disruption or failure in the technology can render the payment system useless. This can be a major disadvantage in areas with poor connectivity or in cases where th...
	Lack of anonymity: Digital payment records all transactions, making it difficult to remain anonymous. This could be a disadvantage for those who value their privacy or are concerned about the tracking of their spending habits.
	Fees: Some digital payment providers charge fees for their services, which can add up over time, especially for frequent or high-value transactions
	VI. Scope of the paper
	1 Assessing the security and privacy concerns that consumers have with digital payments and identifying ways to address those concerns.
	2 Identifying potential areas of improvement for digital payment services to better meet the needs of consumers.
	3 Comparing the adoption of digital payment methods among consumers in different regions or countries to identify trends and differences.
	VII. Conclusion
	The findings of table 2 shows that overall, the usage of digital payment methods on a daily basis is higher than cash payment methods, indicating a gradual shift towards digital payments. However, cash is still preferred by some respondents, particula...
	Enact strong data protection laws: Governments should establish and enforce strong data protection laws to protect consumers' sensitive information from cyber-attacks and data breaches. This can be done by requiring digital payment providers to comply...
	Provide education and awareness: Governments should provide education and awareness programs to consumers about the risks and benefits of digital payment. This will help consumers to understand the potential risks associated with digital payment and t...
	Encourage competition: Governments should encourage competition among digital payment providers to promote innovation and improve the quality of services offered to consumers. This can be done by providing incentives to new providers or by breaking up...
	Regulate fees: Governments can regulate the fees charged by digital payment providers to prevent them from charging excessive fees for their services. This can be done by imposing price caps or requiring providers to disclose their fees and charges up...
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